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Abstract

Modern computer architectures suffer from a lack of architectural innovations,

mainly due to the power wall and memory wall problems. That is, architectural in-

novations become infeasible because they can prohibitively increase the power con-

sumption (i.e., power wall) and their performance impacts are eventually bounded by

slow memories (i.e., memory wall). To address the challenges, making computer sys-

tems run at ultra-low temperatures (or cryogenic computer systems) has emerged as a

highly promising solution as both power consumption and wire resistivity are expected

to significantly reduce at low temperatures. However, cryogenic computers have not

been yet realized due to the lack of understanding about their cost-effectiveness and

feasibility (e.g., device and cooling costs vs. speedup, energy and area saving) and thus

how to architect such cryogenic-optimal computer units.

In this dissertation, we introduce the CryoServer project to design a fast and power-

efficient cryogenic CMOS-based computer system. In this project, we focus on 77K

temperature (-196°C; easily achieved by applying low-cost liquid nitrogen), at which

modern CMOS devices reliably operate with moderate cooling cost. To realize full

cryogenic computer systems, we develop 77K-optimized computer units for three ma-

jor computer devices (i.e., DRAM, cache, and core). First, we develop CryoRAM, a

validated cryogenic DRAM performance modeling tool, and propose two cryogenic-

optimal DRAM designs (i.e., CLL-DRAM, CLP-DRAM) targeting for high perfor-

mance and low power consumption, respectively. Second, we propose CryoCache, a

fast, large, and power-efficient 77K-optimized cache architecture. Finally, we develop

CryoCore, a 77K-optimized core architecture, which maximizes core’s performance

and area efficiency while minimizing the cooling cost. The full cryogenic computer

systems equipped with our 77K-optimized DRAM, cache, and core designs achieves

significant performance gain and power efficiency even including the cooling cost.
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Chapter 1

Introduction

High-performance computing and datacenter industries always require the fastest and

most power-efficient computer systems. However, facing the end of both Moore’s Law

and Dennard Scalings, server architects are now facing critical challenges to further

improve performance and power efficiency of the current high-end server systems.

To build a faster computer under the same power budget, both Moore’s Law [88]

and Dennard Scaling [28] must be satisfied so that both the size and operating volt-

age of a transistor can be reduced simultaneously. Only then, architects can place more

logics and memories on the same sized chip, and increase the chip’s frequency without

increasing its power consumption. However, we are now experiencing the end of the

both trends, mainly due to the difficulty in reducing the transistor’s supply and thresh-

old voltage without prohibitively increasing its leakage power (power wall problem).

On the other hand, even if the power wall problem were magically resolved, the

unimproved memory performance would remain as another critical problem because

the memory access latency is bounded by the wire latency rather than the transistor

speed. Then, any architectural innovations do not contribute to the system’s overall

performance improvement (memory wall problem [112]).

To get around the power wall and memory wall problems, various approaches have

been proposed such as the deployment of slow multi-core designs [58, 74] and the

1



information processing close to or within the memory. But, these circumventions can

suffer from the parallelization overhead, the increasing on-chip power consumption

and the requirement of radical architectural innovation.

Therefore, computer architects are now more than ever in dire need of effec-

tively resolving the power and memory walls. To achieve the goal, the concept of

running a computer at ultra-low temperatures (e.g., -200°C) (or cryogenic computer)

has emerged as a highly promising idea because reducing the temperature leads to the

exponential decrease of leakage power and the linear decrease of wire resistivity at

the same time. The reduced leakage power (allowing the reduced operating voltages

as well) and wire resistivity can realize extremely low-power computer modules and

low-latency memory accesses.

However, cryogenic computers have not been yet realized as realistic solutions in

the field due to the following reasons. First, computer architects do not fully under-

stand how computer systems behave at such ultra-low temperatures and how the cost

effectiveness of the systems would be affected with the cooling cost considered. Sec-

ond, there is no modeling tool available to the architects which can be used to evaluate

the performance, power and cost of the cryogenic architecture designs. Finally, there

is no cryogenic-optimal architecture for major computer devices (e.g., DRAM, cache,

CPU core) which achieves the highest performance and power efficiency at 77K.

To this end, we initiate the CryoServer project, in which we model and design a

fast and power-efficient cryogenic computer system running at 77K. In this project, we

model and develop 77K-optimized DRAM, cache, and CPU core devices as follows.

• CryoRAM: First, to model and design the 77K-optimized DRAM architecture, we

develop CryoRAM, a validated cryogenic memory simulation tool, which accurately

predicts the access latency and power consumption of DRAM devices running at

77K. CryoRAM consists of MOSFET, DRAM, and thermal models, and we thor-

oughly validate each of them with real cryogenic experiments. Next, driven by the

modeling tool, we propose two cryogenic-optimized memory devices (i.e., CLL-

2



DRAM and CLP-DRAM) which improve the DRAM access speed and reduce the

DRAM power consumption, respectively. Finally, we provide three promising case

studies using the cryogenic memories. In single server-level case studies, we show

that the cryogenic DRAM can significantly improves server performance and power

efficiency. In datacenter-level case study, we show that our power-efficient DRAM

can greatly reduce the datacenter’s total power even including the cooling cost.

• CryoCache: CryoCache is a cost-effective, technology-feasible cryogenic-optimal

cache architecture running at 77K. To develop CryoCache, we first perform a thor-

ough analysis to estimate the performance, energy consumption, and per-bit area

of major cache cell technologies (i.e., 6T-SRAM, 3T-eDRAM, 1T1C-eDRAM, and

STT-RAM cells), and then choose technology-feasible 6T-SRAM and 3T-eDRAM

cells as highly promising candidates to build cryogenic caches. Second, we build a

modeling framework to estimate the latency and power of SRAM and 3T-eDRAM

cell-based caches running at 77K. We validate our cache model by comparing it

with Hspice simulation using industry-validated cryogenic MOSFET model. Third,

driven by the modeling tool, we show that the latency and power consumption

of SRAM caches can be significantly reduced at 77K, and the degree of reduc-

tion increases with the cache’s physical size. Fourth, we show that we can dou-

ble the capacity of a conventional SRAM cache by replacing its 6T-SRAM cells

with technology-feasible, roughly half-sized 3T-eDRAM cells. Finally, based on the

analysis, we develop CryoCache, which consists of 6T-SRAM cell-based L1 caches

and 3T-eDRAM cell-based L2 and L3 caches. CryoCache significantly improves

performance thanks to the twice improved cache-access speed and capacity, while

reducing total required power including cooling cost.

• CryoCore: CryoCore is a fast, dense, and cooling-cost efficient cryogenic-optimal

processor architecture running at 77K. To build CryoCore, we first develop CryoCore-

Model (CC-Model), a validated cryogenic processor modeling framework which can

accurately estimate the maximum clock frequency of processors running at 77K.

3



Second, by applying our modeling framework to two reference core models (i.e.,

high-performance Intel core vs. low-power ARM core), we identify two design prin-

ciples in designing processors running at 77K. We first observe that it is important

to minimize the core’s dynamic power at the microarchitectural level, because the

dynamic power significantly increases its cooling cost at 77K. We also observe that

it is important to maintain the core’s high clock frequency at the microarchitectural

level to enable a further voltage and frequency scaling at 77K. Third, by follow-

ing the principles, we design CryoCore, our cryogenic-optimal core architecture

design. CryoCore first takes the high-performance reference core’s pipeline depth

and operating voltage to maintain its peak frequency. CryoCore then takes the low-

power reference core’s narrower pipeline width, and smaller and fewer microarchi-

tecture units. As a result, CryoCore achieve high frequency while minimizing its

dynamic power consumption at the microarchitecure level. Finally, by applying dif-

ferent voltage scalings, we propose two CryoCore designs which maximize the clock

frequency or power efficiency, respectively. CryoCore significantly improves both

single-thread and multi-thread performance with little total power consumption.

To evaluate the full cryogenic computer system, we incorporate our 77K-optimized

DRAM, cache, and core design into a single cryogenic computer, and evaluate its per-

formance against that of conventional room-temperature systems by using Gem5 sim-

ulator [12]. The simulation result shows that our cryogenic computer system equipped

with our DRAM, cache, core architectures achieves significant performance gain over

conventional room-temperature computers with lower power consumption. We also

find that the speed-up of 77K memory with CryoCore is much higher than that of 77K

memory or CryoCore only, which indicates their synergistic impact.

The rest of the dissertation is organized as follows. Chapter 2 illustrates a limitation

of current computers and key benefits of cryogenic computing. Chapter 3 describes

how we model and optimize DRAM devices running at 77K by using the key benefits.

Chapter 4 describes how we model and develop the optimal cache design (CryoCache)

4



running at 77K. Chapter 5 describes how we model and develop the 77K-optimized

processor architecture (CryoCore), and shows performance evaluation of the full cryo-

genic computer system. Chapter 6 introduces the future research directions to realize

the cryogenic computers. Chapter 7 discusses the related publications, and Chapter 8

concludes the dissertation.
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Chapter 2

Background

2.1 Limitations of current computer scaling

To improve the computer performance with the same power budget, both Moore’s

Law and Dennard Scaling should be satisfied. With Moore’s Law, architects can place

more transistors on the same sized chip, which provides an opportunity to increase

the chip performance. Dennard scaling aims to enable such transistor scaling while

maintaining its power density, by reducing Vdd and Vth at the same ratio. However, as

Dennard Scaling stopped in the early 2000s, the device scaling has been ineffective

in increasing the chip frequency (and thus the chip performance) since then [14], as

shown in Fig. 2.1.
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Figure 2.1: End of single-thread performance scaling due to the power wall problem
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Pstatic = VddIleak, Ileak ∝ e−
qVth
kT (2.1a)

Pdynamic ∝ V 2
ddf (2.1b)

This problem originates from the prohibitively increasing static power when the

transistor’s Vdd and Vth are proportionally reduced to maintain the power density.

Eq. (2.1a) shows that static power (Pstatic) is exponentially inversely proportional to

Vth due to the increasing leakage current (Ileak) [57]. In this situation, to increase the

chip frequency (f ) while maintaining its dynamic power (Pdynamic in Eq. (2.1b)), the

architects must reduce Vdd and Vth. But, the voltage reduction leads to the unacceptable

increase of static power. As a result, the current generation of transistors suffer from

the increased static power as well as the dynamic power [75] (as in Fig. 2.2). There-

fore, computer architects have not been able to meaningfully improve the single-thread

performance since the early 2000s, which indicates a critical performance challenge,

the ‘power wall’ problem.

On the other hand, even if the power wall problem were magically resolved, the

computer performance is bounded by the memory performance. As the memory access

latency depends more on the wire latency than the transistor performance, even the suc-

cessful device scaling cannot improve the memory performance. Therefore, regardless

of the transistor speed, the computer’s overall performance is eventually limited by
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Figure 2.3: Benefits of cryogenic computing: (a) Exponentially decreasing subthresh-
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the memory performance, which indicates another critical performance challenge, the

‘memory wall’ problem.

Therefore, in order to mitigate the power and memory walls, architects have pro-

posed various approaches such as the deployment of slow multi-core designs [58, 74]

(e.g., chip multiprocessor) and the information processing close to or within the mem-

ory (e.g., processor-in-memory). But, these circumventions can suffer from other chal-

lenges such as the parallelization overhead, the increasing on-chip power consumption

and the requirement of radical architectural innovation.

2.2 Benefits of cryogenic computing

The concept of cryogenic computer systems has emerged as a highly promising idea

to solve the power and memory wall challenges. The cryogenic computing literally

means operating computers at extremely low temperatures such as 77K and 4K. These

two representative temperatures, which categorize the domains of the cryogenic com-

puting, can be achieved by applying liquid nitrogen (LN) and liquid helium (LH) re-

spectively. Cryogenic computing is highly promising because it can resolve the funda-
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mental challenges of the conventional computing.

One of the main advantages of cryogenic computing is the ability to eliminate

static power. Eq. (2.1a) shows Ileak significantly decreases at cryogenic temperatures

because reducing the temperature leads to the exponential decrease of the largest leak-

age component, subthreshold leakage [89] (as in Fig. 2.3a). As previously mentioned,

static power is the main reason why Vdd and Vth cannot be reduced and the frequency

cannot be increased. However, using cryogenic computing, architects can increase the

chip frequency without increasing the dynamic power (=solve the power wall prob-

lem).

The other major advantage of cryogenic computing is the linearly decreasing wire

resistivity. Fig. 2.3b shows the wire metal’s resistivity (e.g., copper) reduces to 15% of

the room temperature [16]. As the circuit delay is mainly determined by the RC delay

(=resistance×capacitance), cryogenic computing can significantly improve the speed

of circuit computations and data transfers of wires. In particular, because memory

latency is dominated by the wire latency, architects can greatly improve the memory

performance with the cryogenic computing (=solve the memory wall problem).

Therefore, cryogenic computing is a highly promising solution to effectively re-

solve both the power wall and memory wall problems. By using the cryogenic environ-

ment, architects can make an extremely low power system with higher performance,

which was difficult to achieve in conventional computing.

Among two representative cryogenic temperatures, this work focuses on 77K be-

cause modern CMOS devices reliably operate at the temperature with relatively low

cooling power cost. On the other hand, CMOS technology is considered rather inap-

propriate for 4K computing due to the higher cooling cost and the freeze-out effect of

4K environment [8].
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Chapter 3

CryoRAM: Modeling and Optimizing DRAM at 77K

3.1 Motivation, Challenge, and Goal

3.1.1 Targeting a 77K-optimized DRAM

As the first step to realize cryogenic computers, we focus on memory devices (DRAM)

due to the following reasons. First, the memory takes the highest benefits of cryogenic

environment due to its huge static power and wire-delay portion in total latency. Sec-

ond, even without other 77K-optimized devices (e.g., cache, core), it is feasible to cool

memory devices isolated from the rest of systems, similar to the disaggregated mem-

ory architectures [64]. Finally, we believe that cryogenic DRAM modules can sig-

nificantly improve the performance of memory latency-critical workloads [31], while

significantly reducing the energy cost of operating modern datacenters equipped with

an increasing number of memory modules [27].

3.1.2 Challenges in designing 77K-optimized DRAM

However, there exist several challenges in designing 77K-optimized DRAM. First, the

absence of an architectural modeling tool is one of the major challenges. Even though
1CryoRAM was published on the 46th ACM/IEEE International Symposium on Computer Architec-

ture (ISCA).
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Figure 3.1: Cooling overhead as the relative amount of the input energy to reach the

target temperatures. The legend indicates the efficiency of coolers as their cooling

speed.

architects depend on high-level architecture modeling tools to design and evaluate their

architectural innovations, to the best of our knowledge, a reliable cryogenic computer

architecture modeling tool is currently unavailable.

Another major challenge is the non-trivial cost of cooling computer systems. Fig. 3.1

shows the overhead to achieve various target temperatures [50]. The cooling overhead

indicates the relative amount of input energy required to remove unit heat (1J) from the

cooling systems with three different coolers having different cooling efficiencies. The

figure shows that the cooling overhead rapidly increases as the target temperature de-

creases, which makes the cryogenic computing more expensive. Therefore, cryogenic

computer systems must be designed with comprehensive consideration of the cool-

ing cost, and their performance and power advantages should outweigh the non-trivial

cooling cost. Note that cooling overhead of 100kW-scale coolers is 9.65 at 77K. It in-

dicates we should achieve at least 10.65 times lower power to achieve power advantage

at the cryogenic temperature.

3.1.3 Research goal

We resolve the challenges in designing a 77K-optimized DRAM as follows. First, we

develop CryoRAM, a validated cryogenic memory simulation framework, which can
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Figure 3.2: CryoRAM overview

derive a 77K-optimized DRAM design and evaluate its latency and power consump-

tion. Second, we propose two 77K-optimized DRAM devices targeting for high per-

formance and power efficiency. Finally, by using the DRAM devices, we show three

promising case studies and show the potential of 77K-optimized DRAMs.

3.2 CryoRAM: Cryogenic DRAM Modeling Framework

In this section, we describe CryoRAM, our cryogenic memory modeling framework to

explore the potential of the 77K-optimized memory. CryoRAM consists of three sub-

12



models as shown in Fig. 3.2. First, the MOSFET model takes fabrication process in-

formation (e.g., model card) as inputs, and then derives the major electrical properties

(e.g, MOSFET parameters) for a wide range of temperatures including 77K. Next, with

the MOSFET parameters obtained from the MOSFET model, the DRAM model gener-

ates a target temperature-optimal DRAM design and reports its latency and power con-

sumption. Finally, the thermal model reports dynamic temperature changes of the out-

put DRAM design, while running target applications (e.g., by injecting memory/power

traces). In this figure, the shaded square boxes and the rounded-square boxes indicate

the inputs and outputs of each sub-model, respectively.

We implemented CryoRAM on top of existing models supporting only conven-

tional temperatures by modifying them to accurately work for low temperatures. In

this way, CryoRAM can be easily applied to existing computer architecture modeling

tools. In the following sections, we explain the limitations of conventional models and

how we added cryogenic supports to the models.

3.2.1 MOSFET model

Baseline MOSFET model

The MOSFET model is the most important component in CryoRAM because the main

benefits of cryogenic computing come from the low-level MOSFET properties. As a

baseline model, we use BSIM4 [113], a widely-used MOSFET model which takes a

model card as an input, solves a set of equations, and derives the MOSFET parame-

ters. The input model card is a set of parameters related to the MOSFET fabrication

process (e.g., doping concentration, gate dielectric thickness). The output MOSFET

parameters are high-level MOSFET electrical properties which affect the transistor

performance significantly (e.g., on-channel current (Ion), subthreshold leakage cur-

rent (Isub), gate tunneling current (Igate)). However, BSIM4 does not provide accurate

MOSFET parameters below 200K due to its simple temperature model.
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Figure 3.3: Cryogenic extension to the baseline MOSFET model: (a) Carrier mobility

model; (b) Saturation velocity model; (c) Threshold voltage model

Cryogenic extension

We apply a cryogenic extension to BSIM4 as shown in Fig. 3.3. First, we select major

fabrication-related, temperature-dependent MOSFET variables which would signifi-

cantly affect the output parameters at low temperatures. Based on our analysis, we

choose three major MOSFET variables as carrier mobility (µeff), carrier’s saturation

velocity (vsat), and threshold voltage (Vth).

µeff =
U0(T )

Surface Scattering(T,Eeff)
(3.1)

Carrier mobility: Carrier mobility (µeff) is the ratio of the carrier velocity to the

electric field strength in the channel, and a higher mobility increases the critical MOS-

FET properties such as Ion and Isub. BSIM4 models the carrier mobility as Eq. (3.1),

where U0 indicates the carrier mobility with zero gate voltage. For non-zero gate volt-

ages, carrier mobility becomes lower than U0 due to the increased carrier collision at
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the interface (i.e., surface scattering). A lower temperature leads to a higher mobility

thanks to the increased U0, while decreasing the surface scattering.

Saturation velocity: The saturation velocity (vsat) is the maximum velocity of the

carriers inside the channel, and Ion increases with the velocity. The saturation velocity

can be decreased when carriers and atoms collide. A lower temperature leads to a

higher velocity by reducing the carrier-atom collisions.

Threshold voltage: The threshold voltage (Vth) is a minimum difference between

the gate and source voltages to form a channel. A higher threshold voltage reduces Ion

and Isub. A lower temperature leads to a higher threshold voltage.

Implementing cryo-pgen

Our cryogenic MOSFET modeling tool, cryo-pgen, can generate the output MOSFET

parameters at 77K as follows. First, it takes the target fabrication process information

from a current room-temperature input model card available as two options: a vendor-

driven model card and an open-source PTM model which supports from 180nm to

16nm at 300K [119]. Cryo-pgen can also adjust the process parameters automatically

according to the given Vdd, Vth and target temperature.

Next, to estimate µ0, vsat, and Vth at low temperatures for the target technology, the

baseline sensitivity data constructed from various literatures [90, 118] are provided to

cryo-pgen as shown in Fig. 3.3. By assuming that the ratios of three terms at 300K and

a low temperature T (i.e., µeff(T )/µeff(300K), vsat(T )/vsat(300K), Vth(T )/Vth(300K))

are preserved across different technologies, cryo-pgen can estimate the value of each

term for a target cryogenic temperature by referring to the model card’s target process

information at 300K and adjusting the value to 77K following the baseline data ratio.
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3.2.2 DRAM model

Baseline memory model

As a baseline memory modeling tool, CryoRAM uses CACTI [108], which takes

memory specifications from users (e.g., memory capacity, the number of input/output

ports), explores a large space of circuit-level designs, finds an optimal memory design

for the underlying MOSFET parameters, and reports its latency and power.

However, CACTI cannot be directly applied to cryogenic memories due to two rea-

sons. First, it uses ITRS [107] MOSFET parameters valid only at 300K-400K. Second,

CACTI cannot apply different temperatures to a fixed target memory design.

Implementing cryo-mem

We implement our DRAM modeling tool, cryo-mem, by adding cryogenic extensions

to CACTI-3dd [21]. Fig. 3.4 shows the overview of cryo-mem. First, we add an in-

terface to CACTI to accept MOSFET parameters produced by cryo-pgen (Fig. 3.4❶).

Second, we add an interface to CACTI to accept and fix a specific DRAM design

while applying different temperatures (Fig. 3.4❷). In addition, we separately model

peripheral circuit transistors and DRAM cell access transistors in our MOSFET model

because DRAM access transistors use thicker gate dielectric than peripheral transistors

to increase the data retention time.
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3.2.3 Thermal model

Baseline thermal model

As a baseline architecture-level temperature modeling tool, CryoRAM uses HotSpot

[115] to take input power traces, construct a thermal resistor-to-capacitor (RC) circuit

network, simulate the heat flow based on the RC delay model, and report the target

device’s dynamic temperatures.
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However, the baseline HotSpot does not support cryogenic temperatures due to two

reasons. First, the R and C values change significantly at low temperatures because the

R-C critical thermal properties (e.g., thermal conductivity and specific heat) are highly

sensitive to temperature changes as shown in Fig. 3.5. Second, HotSpot does not model

the cryogenic-cooling method.

Implementing cryo-temp

We implement our temperature modeling tool, cryo-temp, by adding two cryogenic

extensions to HotSpot. First, it collects the R-C critical thermal properties for primary

materials (e.g., silicon (Si), copper (Cu)) from previous literatures [6,32,43] as shown

in Fig. 3.5 (a) and (b). Cryo-temp then refers to the information at every tempera-

ture simulation step. Second, cryo-temp supports two cooling models, LN evaporator

model and LN bath cooling model, as shown in Fig. 3.5 (c) and (d). The LN evaporator

model indirectly cools a target device with temperature conduction via metal plates,

which is assumed in Section 3.3.4. The LN bath cooling directly cools a target device

by fully immersing it in LN (Fig. 3.5) which is assumed in Section 3.4.1.

3.3 Model Validation

In this section, we validate our models by comparing their outputs with measurements.

We first describe our experimental setup and then show the validation results.

3.3.1 Experimental setup

Fig. 3.6a shows our experimental setup to validate cryo-pgen. We use a custom-built

MOSFET probing station consisting of a Keysight B1500A semiconductor device an-

alyzer and an LN-based cooling unit. By placing our MOSFET sample inside the sta-

tion’s chamber, we can measure its gate, source, and drain currents via the probes.

Fig. 3.6b shows our experimental setup to validate cryo-mem and cryo-temp. We
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Figure 3.6: Experimental validation setup for (a) MOSFET modeling (cryo-pgen) and

(b) DRAM modeling (cryo-mem, cryo-temp)

construct a sample computer board using various commodity parts (i.e., Intel Z390

mainboard, Intel i7-8700 CPU, and two Micron DDR4 8G PC4-21300 DIMMs). With

this setup, we can reduce the DIMM’s temperature by applying LN to the container

placed on top of them. It also allows us to control the board’s memory clock frequency

with Intel XMP.
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3.3.2 MOSFET model validation

We validate our MOSFET model by comparing the three MOSFET parameters re-

ported by cryo-pgen (i.e., Ion, Isub, Igate) with the real measurements obtained from

220 180nm MOSFET samples. Fig. 3.7 shows the validation results for cryo-pgen.

The violin-like distributions indicate the measurements from 200 MOSFET samples

with their variance, whereas the dots indicate the results of cryo-pgen. The graphs

show that cryo-pgen accurately models the target MOSFET parameters by placing

the dots inside the distributions. These validations also provide the projections of the

MOSFET parameters when the temperature decreases: such as slightly increased Ion,

significantly reduced Isub, and constant Igate.
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Igate is at least 10 times higher than Isub and dominates overall leakage current

in 180nm technology (Fig. 3.7). However, Igate has become 100 times lower than

Isub since high-K materials were adopted as a gate dielectric in MOSFETs below

45nm [57]. For example, with 22nm PTM, Isub and Igate per unit gate length (1um)

are 85nA/um and 0.5nA/um, respectively. In modern technology, Isub is dominant in

overall leakage current. As Isub is practically eliminated at 77K, the overall leakage

current greatly reduces.

3.3.3 DRAM model validation

In this section, we validate cryo-mem for its DRAM performance prediction. We mea-

sure the speed-up of the memory in the cryogenic temperature. We perform the vali-

dation for the power in the following section (Section 3.3.4).

We measure the DRAM performance as the maximum DRAM frequency at 160K

and 300K. Note that 160K is the minimum temperature achievable with the LN evap-

oration cooler while Memtest86+ [13] is running (Fig. 3.6b). We sweep the DRAM

clock frequency to find the maximum frequency at which the system still reliably op-

erates. At 300K, Our DRAM reliably operates at up to 2666MHz frequency. At 160K,

the maximum frequency is safely increased to 3333Hz. These results imply that the

speed-up lies in the range of 1.25 to 1.30.

Next, we take the results to validate the memory performance prediction of cryo-

mem. Using cryo-mem, we derive the 300K-optimized DRAM circuit design and es-

timate its latency at 160K. Cryo-mem predicts that 300K-optimized DRAM becomes

1.29 times faster at 160K. Since the prediction is within the range of measurements,

we conclude that the experiment shows the accuracy of cryo-mem.

3.3.4 Thermal model validation

We validate cryo-temp by comparing the DRAM temperature in the real system (Fig. 3.6b)

with the cryo-temp’s prediction with the LN evaporator model. We run several SPEC
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CPU2006 workloads (bzip2, hmmer, libquantum, mcf, soplex, gromacs and calculix)

[41] and measure the DRAM temperature using the temperature data logger. For the

cryo-temp, we generate the power trace for each workload by combining cryo-mem’s

power output with the memory traces extracted from gem5 [12] simulation.

Fig. 3.8 shows the accuracy of cryo-temp by comparing the measured DRAM

temperature and the cryo-temp’s prediction for each workload. First, the graphs show

that cryo-temp well match the measurements. Second, the small errors observed (i.e.,

0.82K on average and 1.79K in maximum) are tolerable because few-Kelvin of errors

can be easily introduced during the measurement process and they do not affect the

overall prediction accuracy.

It should be also noted that the accuracy of cryo-temp indirectly validates the cryo-

mem’s power prediction. In the validation process of cryo-temp, we use the cryo-

mem’s output power prediction to generate the input power traces and feed them to

cryo-temp. Therefore, the cryo-temp validation implicitly validates the accuracy of

cryo-mem as well.

3.4 77K-Optimized DRAM Design

Using validated CryoRAM, we show the result of two experiments in this section.

First, by using cryo-temp, we check the temperature variation when DRAM operates
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in the LN bath cooling environment. Next, we use cryo-pgen and cryo-mem to show

the potential of cryogenic DRAM in terms of power and latency.

3.4.1 Maintaining the cryogenic temperature

As every benefit of cryogenic computing comes from low temperature, it is crucial to

ensure that the cryogenic memory remains in low-temperature ranges. Therefore, we

simulate the temperature change of DRAM in the LN bath cooling environment using

cryo-temp. We also provide the simulation in the room temperature environment using

the same power trace for the comparison.

In Fig. 3.9, DRAM with the LN bath cooling shows negligible temperature varia-

tion (below 10K) whereas the counterpart’s temperature rises over 75K. Such a huge

difference results from the low Renv of the LN bath cooling [52]. Note that Renv is a

thermal resistance indicating the heat transfer between the device and the surround-

ing environment. Therefore, low Renv indicates the high heat transfer speed due to the

reduced thermal RC delay.
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Figure 3.11: Optimal DRAM design exploration with Vdd and Vth sweeping

Fig. 3.10 shows that the ratio of Renv between the room temperature and the LN

bath cooling environment (=Renv,300K/Renv,bath) is significantly high near 77K (about

35 in maximum). It means that heat transfer is up to 35 times faster in the LN bath

cooling compared to the room temperature. Such high heat transfer speed prevents the

temperature from increasing in the LN bath cooling environment.

Based on the result, we conclude that the low temperature (77K) would be main-

tained well in the cryogenic environment. We thus focus only on 77K in the following

sections without consideration about run-time temperature changes.

3.4.2 Deriving two cryogenic DRAM devices

In this section, we show potentials of the 77K-optimized DRAM in terms of latency

and power consumption. The latency in this section means the random access latency.

The power consumption is sum of the static power and the dynamic power, weighted

by the memory access rate from Micron DDR4 power calculator [70]. We also con-

servatively model DRAM refresh power, with the same retention time of commercial

DRAM (64ms).

As Fig. 3.11 shows, when the commercial DRAM (room temperature DRAM; RT-

DRAM) is cooled down to 77K (cooled RT-DRAM), the latency is reduced to 48.9%
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and power is reduced to 43.5%. Such great improvements result from the reduction

of wire resistivity and static power, respectively. However, we can achieve more sig-

nificant improvement by scaling threshold voltage (Vth) and operating voltage (Vdd) at

77K. The near-zero leakage current enables the Vth reduction, which is not achievable

due to exploding static power at the room temperature. We explore 150,000+ DRAM

designs with different Vdd and Vth to find optimal cryogenic DRAM design, and obtain

a latency-power Pareto optimal curve as the result (Fig. 3.11). Among various points

in the curve, we discuss two representative DRAM designs, the power-optimal design,

and the latency-optimal design.

Cryogenic Low-Power DRAM (CLP-DRAM): We scale down Vdd and Vth by

half to reduce dynamic power at 77K. As a result, we can make ultra-low power

DRAM (CLP-DRAM) in a cryogenic environment. Fig. 3.11 shows that CLP-DRAM

consumes only 9.2% of power compared to that of RT-DRAM. This huge reduction

comes from reduced dynamic power and eliminated static power. At the same time, its

latency is only 65.3% (1.53 times faster) compared to that of RT-DRAM.

Cryogenic Low-Latency DRAM (CLL-DRAM): Using high Vdd with low Vth

can greatly improve Ion of MOSFET, and it reduces DRAM latency significantly. We

set Vdd the same as RT-DRAM’s and scale down Vth by half. As a result, we can make

ultra-low latency DRAM (CLL-DRAM) for cryogenic environments. The latency of

CLL-DRAM is significantly reduced while keeping the power consumption less than

RT-DRAM (Fig. 3.11). CLL-DRAM is 3.80 times faster than RT-DRAM, thanks to

high Ion and reduced wire resistivity.

3.5 Single-Node Level Case Studies

In Section 3.4.2, we proposed a CLL-DRAM specialized for latency and a CLP-

DRAM specialized for power. In this section, by using these cryogenic DRAMs, we

show two case studies on a single-node level. First, we cover the IPC speed-up through

CLL-DRAM and then show the power reduction through CLP-DRAM.
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Table 3.1: Parameter setup for single-node level case studies

3.5.1 Evaluation setup

In the case studies, we use gem5 timing simulator [12] with the configuration specified

in Table 3.1. We set CPU-related parameters based on the Intel i7-6700 processor. For

DRAM access latency and power, we use values derived from Section 3.4.2 as sum-

marized in Table 3.1. Baseline of the two case studies is a node with the RT-DRAM.

Also, we use 12 workloads chosen from the SPEC CPU2006 benchmark [41]. To fo-

cus on DRAM devices only, we assume that maximum DRAM channel bandwidth is

the same as the maximum DRAM bandwidth, the inverse of DRAM device latency.

3.5.2 IPC speed-up with CLL-DRAM

Fig. 3.12 shows the IPC speed-up in a node with the CLL-DRAM. With 3.8 times

faster DRAM access speed over RT-DRAM, memory-intensive workloads (e.g., mcf,

libquantum) benefit from the low L3 cache miss penalty. On the other hand, the IPC of

workloads such as calculix and gcc remains nearly constant due to their low memory

access rate. Despite including such workloads, CLL-DRAM improves the IPC by 24%

on average (CLL-DRAM in Fig. 3.12).

Additionally, we achieve a more significant speed-up by eliminating the L3 cache.

Note that L3 cache latency is 12ns and CLL-DRAM’s latency is 15.84ns in Table 3.1.

Since CLL-DRAM’s latency becomes comparable to the L3 cache latency, it is better
1DRAM access latency is calculated by the sum of tRAS, tCAS, and tRP
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Figure 3.12: IPC speed-up in CLL-DRAM nodes (with L3 cache or without L3 cache)

for SPEC CPU2006 workloads

to bypass the L3 cache and directly access CLL-DRAM. Fig. 3.12 shows the IPC

speed-up of the CLL-DRAM without L3 cache (CLL-DRAM w/o L3). The IPC of the

node without L3 cache is increased by 60% on average by eliminating L3 cache miss

penalties. Especially, for memory-intensive workloads (i.e., libquantum, mcf, soplex,

and xalancbmk), the figure shows the speed-up of 2.3 on average and 2.5 in maximum,

respectively. In addition, because the L3 cache occupies significant area of a chip,

removing the L3 cache also allows architects to search for new designs, such as adding

more cores on the chip.

3.5.3 DRAM power reduction with CLP-DRAM

Fig. 3.13 shows the DRAM power consumption of a node with the CLP-DRAM. Note

that the power consumption of Fig. 3.13 is normalized to that of a node with the RT-

DRAM. To calculate the DRAM power, we add the dynamic power and the static

power using the memory access rate obtained from each workload. DRAM power

consumption is reduced to 6% on average and some workloads (e.g., calculix, gcc,

sjeng) show significant power reduction (more than 100 times). These workloads have

a small memory access rate as the line graph in Fig. 3.13 shows. Therefore, the static

power dominates their DRAM power consumption. For such cases, the CLP-DRAM’s
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Figure 3.13: Normalized DRAM power consumption of a CLP-DRAM node and the

memory access rate for SPEC CPU2006 workloads

negligible static power significantly reduces the DRAM power consumption. Without

these workloads, the DRAM power consumption is reduced to 12.7% on average.

3.6 Datacenter Level Case Study

The cryogenic computing is expected to be used primarily in datacenters because it

requires huge cooling facilities to maintain a cryogenic environment. In Section 3.5.3,

we show CLP-DRAM’s great power reduction which can significantly decrease data-

centers’ total power cost. However, replacing all DRAMs in a datacenter with CLP-

DRAMs incurs huge replacement overhead. Therefore, we need a solution to achieve

high power reduction while using a minimal number of cryogenic memories.

In this section, we propose a Cryogenic Low-Power Architecture for datacenters

(CLP-A), as a use case of CLP-DRAM. CLP-A achieves huge power reduction by

adding only the small number of CLP-DRAM to conventional datacenters.

To show its potential, we first introduce CLP-A by explaining its key idea and

how CLP-A operates (Section 3.6.1). Next, we show CLP-A’s DRAM power reduction

in Section 3.6.2. Finally, we evaluate CLP-A’s datacenter-level total power reduction

using our cryogenic power model (Sections 3.6.3 and 3.6.4).
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Figure 3.14: Cryogenic low-power architecture (CLP-A) overview

3.6.1 Cryogenic Low-Power Architecture (CLP-A)

CLP-A overview

The basic idea of CLP-A is to migrate hot pages to low-power CLP-DRAM in or-

der to minimize DRAM power consumption. Fig. 3.14 shows the CLP-A’s overview.

CLP-A consists of two types of racks: conventional racks (at 300K) and cryogenic

memory racks (at 77K) where CLP-DRAM resides in. Using its hot page manage-

ment mechanism (Section 3.6.1), CLP-A moves hot pages to the disaggregated CLP-

DRAM. Thanks to the localities, there are only a few hot pages at a certain point. As a

result, CLP-A needs only a few CLP-DRAMs to store the hot pages. Since most of the

memory accesses target hot pages, CLP-A can successfully reduce the total DRAM

power consumption, using only a small amount of low-power CLP-DRAMs.

CLP-A’s page management mechanism

We make the hot page management mechanism inspired by [82]. Before introducing

its detailed mechanism, we summarize important terms as follows.

Page (or DRAM page): As CLP-A applies the page management on the DRAM page

level, the term, ”page” in this section, means a DRAM page (i.e., DRAM row).
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Hot page: The hot page means a frequently accessed page, and CLP-A categorizes

a page as a hot page when the page’s counter value exceeds a ”threshold”. CLP-A

stores a counter for each page and increases the target page’s counter in every memory

access. The counters are reset after ”counter lifetime” from the last access.

Cold page: A hot page becomes a cold page if the page is not accessed during ”hot

page lifetime.” Every page starts as a cold page.

Fig. 3.14 shows the CLP-A’s detailed page management mechanism. Every rack

has a DRAM page access monitor which monitors every memory access and notifies

the accesses to page access manager or lifetime monitor ❶. In conventional racks, for

every memory access, a page access manager increases the corresponding counter in

a page counter table ❷. Counters are reset when counter lifetime elapses from the

last access. Consequently, the counter in the table infers the number of accesses to

the corresponding page since the last counter reset. If the counter of a page exceeds a

threshold ❸, the threshold checker categorizes the page as a hot page and migrates it

to the CLP-DRAM.

In cryogenic memory racks, the lifetime monitor manages a lifetime of the hot

page. For every page access, the monitor resets the lifetime of the hot page ❹. A

lifetime checker finds hot pages whose lifetime is expired and registers it in a swap

candidates queue ❺. When a new hot page comes from a conventional rack, the cold

page in the queue is swapped out ❻. If there is no page in the swap candidate queue

while all CLP-DRAMs are full, CLP-A does not swap pages until a new page enters

the queue.

As we mentioned, the above mechanism needs only the small number of CLP-

DRAM to hold enough hot pages. Consequently, CLP-A significantly reduces power

with minimal cooling and additional equipment costs.
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Table 3.2: Parameter setup for CLP-A

3.6.2 CLP-A: DRAM power evaluation

To evaluate CLP-A, we show the CLP-A’s DRAM power reduction compared to a

conventional datacenter which consists of RT-DRAMs only. For the experiment, we

first implement an architectural memory trace-based simulator and then simulate CLP-

A’s hot/cold DRAM page management mechanism for eight SPEC CPU2006 work-

loads [41].

In order to define CLP-A’s mechanism in detail, we configure parameters as shown

in Table 3.2. Detailed parameter setup procedures are provided as follows. First, we

set the access latency of disaggregated CLP-DRAM to the same as the latency of RT-

DRAM by assuming that CLP-DRAM’s speed-up offsets the inter-rack interconnect

overhead. Next, we consider the page swap overhead. We set the swap latency to 1.2µs

with reference to [82] and conservatively assume that the RT-DRAM serves memory

accesses during the page swap. The swap energy overhead is 8×(RT-DRAM access

energy + CLP-DRAM access energy) because moving a 512B DRAM page requires

eight 64B-CAS operations. Lastly, we set the counter lifetime, hot-page lifetime, and

the amount of CLP-DRAMs by sweeping these parameters and choosing the optimal

values. As a result, we take 7% as the ratio of CLP-DRAMs to the total DRAMs in

CLP-A and 200µs as the counter lifetime and the hot page lifetime.

Fig. 3.15 shows the DRAM power consumption in CLP-A. There is a large differ-

ence in the DRAM power among the workloads. For example, CLP-A reduces 72% of
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Figure 3.15: DRAM power consumption of CLP-A for SPEC CPU2006 workloads

normalized to that of conventional datacenter

DRAM power consumption for cactusADM, but only 23% of the power for calculix.

Such a large difference results from the memory access pattern of each workload. In

the CLP-A’s page management mechanism, moving a page to the CLP-DRAM takes

1.2µs after the page is categorized as a hot page. If a workload does not access the

page after the migration, it cannot benefit from the CLP-DRAM but consumes more

power due to the swap overhead. However, even with such workloads, CLP-A exhibits

large power reduction (59% on average). With only the small number of CLP-DRAM

(7% of total DRAMs), CLP-A significantly reduces the DRAM power consumption

compared to the conventional datacenter.

3.6.3 Cryogenic datacenter power modeling

The energy efficiency of CLP-DRAM does not guarantee the efficiency in the overall

system. The high cooling overhead of the cryogenic system may incur higher cool-

ing cost even with the reduced power consumption. Therefore, we need to conduct

datacenter-level power evaluation considering the high cooling overhead. However, to

the best of our knowledge, there is no power model for cryogenic datacenters.

To make the model, we first model the power of conventional datacenters which

covers the room-temperature parts of CLP-A (conventional rack in Fig. 3.14). Next,
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we extend it to CLP-A by adding the cryogenic-cooling cost model. We use the derived

power model in Section 3.6.4 to evaluate CLP-A’s datacenter-level power reduction.

Conventional datacenter power modeling

Fig. 3.16 shows a typical datacenter’s power breakdown [27]. The datacenter power

can be divided into three categories: IT Equipment (50%), Cooling/Power Overhead

(47%), and Misc. (3%).

IT Equipment: IT Equipment means the power consumption of IT components (e.g.,

CPU, DRAM, storage, network) which accounts for the largest portion in the conven-

tional datacenter’s power.

Cooling = C.O. × IT Equipment (3.2a)

Power Supply = P.O. × IT Equipment (3.2b)

Cooling & Power Supply: Cooling is the power for cooling IT components and Power

Supply is the power loss occurred during power supply. We categorize them as the

same group (Cooling & Power Supply) because they have a similar relationship with

IT Equipment. To model Cooling & Power supply, we use the linear model shown as

Eq. (3.2). C.O. in Eq. (3.2a) means the cooling overhead discussed in Section 3.1.2.
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P.O. in Eq. (3.2b) is power overhead, the amount of wasted energy while supplying

unit energy (1 J) to the IT components. Such a linear model is conservative because, in

the real world, both of them decrease faster than linear as the IT Equipment decreases

at 300K [27]. As our evaluations only consider the IT power decreasing cases, this

linear model always exaggerates the model’s Cooling & Power Supply at 300K.

Misc.: Misc. is the power consumed for miscellaneous reasons (e.g., lighting). There-

fore, Misc. is not related to the power consumption of the other two categories.

Conventional datacenter power (at room temperature)

= IT Equipment + Cooling & Power Supply + Misc.

= IT Equipment + (C.O.300K + P.O.300K) · IT Equipment + Misc.

= IT Equipment + (
22

50
+

25

50
) · IT Equipment + Misc.

= 1.94 · IT Equipment + Misc. (3.3)

By applying Eq. (3.2), the total power consumption in a conventional datacenter

is summarized as Eq. (3.3). Note that C.O.300K is the ratio of Cooling (22%) and IT

Equipment (50%) in Fig. 3.16. P.O.300K is the ratio of Power Supply (25%) and IT

Equipment.

Cryogenic-cooling cost analysis

In this subsection, we analyze the cryogenic-cooling cost for CLP-A. The cryogenic-

cooling cost consists of two parts: one-time cost and recurring cost.

One-time cost: One-time cost consists of LN cost and facility cost. We assume LN re-

cycling “stinger system [10]”, which requires only a small LN cost for the initial setup

(0.5 $/L). The facility cost is proportional to the size of the computing environment.

However, they are only one-time costs, therefore the cooling cost is dominated by the

recurring cost.
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Recurring cost: Recursively incurred cooling-power consumption (i.e., electricity)

accounts for the majority of the cooling cost. Cooling power for cryogenic datacenter

also can be modeled as Eq. (3.2a), however, C.O.77K is much higher than the conven-

tional datacenter counterpart. For the cooling overhead targeting 77K, we conserva-

tively use 100kW cryo-cooler’s value (C.O.77K = 9.65 from Fig. 3.1) to estimate the

cost of modern 10MW system [50]. Note that the cryogenic cooler’s cooling overhead

decreases as the cooling speed of the cooler increases (as shown in Fig. 3.1).

Cryogenic datacenter power modeling

Finally, by combining all together, we make the cryogenic data center power model.

Cryogenic datacenter power

= (RT-IT + Cryo-IT) + (RT-C/P + Cryo-C/P) + Misc.

= (RT-IT + RT-C/P + Misc.) + (Cryo-IT + Cryo-C/P) (3.4a)

= (1.94 · RT-IT + Misc.) + (1 + C.O.77K + P.O.77K) · Cryo-IT

= 1.94 · RT-IT + (1 + 9.65 +
22

50
) · Cryo-IT + Misc. (3.4b)

= 1.94 · RT-IT + 11.09 · Cryo-IT + Misc. (3.4c)

In the cryogenic datacenter power model, both IT Equipment and Cooling & Power

supply are divided into room temperature parts (RT-IT, RT-C/P) and cryogenic parts

(Cryo-IT, Cryo-C/P). We first replace the ”RT-IT+RT-C/P+Misc.” to ”1.94 ·RT-IT+

Misc.” using Eq. (3.3) and apply our Cooling & Power Supply model (Eq. (3.2)) to

Eq. (3.4a). As mentioned in Section 3.6.3, we set C.O.77K to 9.65. The power overhead

at 77K (P.O.77K) is the same as P.O.300K (= 22
50 ) because cryogenic IT components

also utilize the existing power supply path (Eq. (3.4b)). As a result, the total power

consumption of the cryogenic datacenter is modeled as Eq. (3.4c).
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Figure 3.17: Total power consumption of three datacenters normalized to the conven-

tional datacenter. ”Others” means the sum of power except DRAM, and Cooling &

Power Supply. (a) Conventional datacenter with only RT-DRAM; (b) CLP-A with 7%

CLP-DRAM; (c) Cryogenic datacenter with only CLP-DRAM.

3.6.4 CLP-A: Total power cost evaluation

Based on the power model in Section 3.6.3, we evaluate CLP-A’s datacenter-level

power consumption. Fig. 3.17 compares three types of datacenter: conventional data-

center with only RT-DRAM (Conventional), CLP-A with 7% CLP-DRAM (CLP-A),

and cryogenic datacenter with only CLP-DRAM (Full-Cryo). All values are normal-

ized to the power of conventional datacenters. Note that ”Others” means the sum of

power except DRAM power and Cooling & Power Supply.

In CLP-A, the total power cost is reduced by 8.4% (Fig. 3.17(b)). The result can

be explained by reduced RT-DRAM power and CLP-DRAM’s low power consump-

tion. First, CLP-A significantly reduces RT-DRAM power (from 15.00% to 5.0%) by

migrating hot pages to low-power CLP-DRAMs (as shown in Fig. 3.15). The power

reduction in RT-DRAM also incurs the sum of RT-Cooling and RT-Power Supply to

decrease from 47.0% to 37.6%. In summary, RT-DRAM’s power reduction greatly

reduces CLP-A’s total power cost by 19.4%. Second, CLP-DRAM’s low power con-

sumption offsets the high cooling overhead. Note that Cryo-Cooling is proportional to

CLP-DRAM’s power consumption (Eq. (3.2a)). Even with the high cooling overhead,

cryogenic cooling cost (Cryo-Cooling; 9.6%) does not exceed the RT-DRAM’s power
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reduction thanks to the extremely low-power CLP-DRAM.

Compared with Full-Cryo, CLP-A shows a huge benefit in terms of the power re-

duction per replacement overhead. Even though CLP-A uses only the small number of

CLP-DRAMs (7%), its total power reduction (8.4%) does not significantly differ from

the Full-Cryo’s case (13.82%). Note that Full-Cryo provides ideal power reduction of

a cryogenic-memory datacenter by replacing all DRAMs with the CLP-DRAMs.

The power consumption of DRAM will continue to increase due to the increasing

number of memory-intensive workloads in datacenters [55]. Therefore, the motivation

to use cryogenic DRAMs will also continue to increase correspondingly.

3.7 CryoRAM: Conclusion

In this chapter, we first modeled and validated CryoRAM, a cryogenic memory model-

ing tool. Next, driven by CryoRAM, we derived two cryogenic-optimized memories,

Cryogenic Low-Latency DRAM (CLL-DRAM) and Cryogenic Low-Power DRAM

(CLP-DRAM). Lastly, by using the cryogenic memories, we provided three case stud-

ies in which the cryogenic memories can significantly improve both performance and

power efficiency, or reduce the cost of running a modern datacenter.
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Chapter 4

CryoCache: Modeling and Optimizing Caches at 77K

4.1 Motivation, Challenge, and Goal

4.1.1 Targeting a 77K-optimized cache

As a next step to realize full cryogenic computer systems, we target to build a 77K-

optimized cache architecture. Specifically, we aim to improve the latency and capacity

of on-chip caches under the same power and die budget by applying the 77K-based

cryogenic computing.

To computer architects, it is more challenging, but also more important to improve

the performance and capacity of on-chip caches than those of DRAMs. First, increas-

ing the cache capacity under the same die and power budget significantly improves

both the single-thread performance and multi-thread throughput. For example, Fig. 4.1

shows the access latency and capacity of Last-Level Caches (LLC) over generations,

normalized to those of Pentium 4 (180 nm) in early 2000 [1]. This figure clearly indi-

cates that architects do their best effort to improve both latency and capacity of LLC

even though they might not still meet the desires.

Second, as caches are frequently accessed by computing cores, reducing their
1CryoCache was published on the 25th ACM Architectural Support for Programming Languages and

Operating Systems (ASPLOS).
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access latency will also significantly improve the processor’s overall performance.

Fig. 4.2 shows the normalized CPI stacks of PARSEC 2.1 workloads [11] obtained

by our gem5 simulations [12]. The figure clearly indicates that the cache performance

significantly contributes to the modern application performance.

Cryogenic computing can be highly promising to resolve these performance, ca-

pacity, and power issues. To quickly estimate its performance benefit, we reduced the

temperature of an Intel i7 8700K processor to 77K by applying Liquid Nitrogen to our

test board which allows the frequency adjustment and cache-latency measurement, as

shown in Fig. 4.3. From this experiment, we observe that the on-chip caches can run

LN2

Temperature  
Data Logger Mainboard CPU

LN2 Storage &
Evaporator

Thermocouple
Probe

Figure 4.3: Our setup to run the whole processor at ~77K
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Figure 4.4: Total required energy of caches with 77K cooling

faster by 20% at 77K. This result matches our modeling result shown in later sections

(32KB L1 speed-up in Fig. 4.13b).

In fact, we can further improve the cryogenic-cache’s performance by applying

cryogenic-friendly cache cell technologies and temperature-optimal cache architecture

designs, which are described in the following sections.

4.1.2 Challenges in designing a 77K-optimized cache

Even with the cryogenic cache’s promising aspects, there exist several critical chal-

lenges to be resolved as follows.

Cryogenic-optimal cell technology. Architects should determine the most appro-

priate cache-cell technology for the target temperature. Researchers have explored var-

ious memory cell technologies and proposed caches with different tradeoffs (e.g., 6T-

SRAM, 3T-eDRAM, 1T1C-eDRAM, STT-RAM cells [33, 63, 65, 105]). However, all

these works assumed operations at the room temperature (300K), which make their

trade-off analyses invalid for 77K operations. Therefore, architects are in dire need

of analyzing the candidate cell’s size, access latency, and dynamic and static energy

efficiency to build cryogenic-optimal caches with the cells and run for 77K.

Cooling cost analysis and compensation. Architects must carefully analyze the

cooling cost and propose a way to compensate for the cost. In fact, many works to

propose cryogenic computing have overlooked the cooling cost, which leads incorrect

cost-effectiveness. However, the cooling cost can be severe enough to make the advan-

tages of cryogenic computing ineffective. For example, to maintain the device temper-

ature at 77K, we should apply 9.65 times higher energy than the energy consumed by

40



the cooled device [50, 60]. Fig. 4.4 shows the severely increased cooling power con-

sumption (driven by the dynamic energy at 77K) for running swaptions from PARSEC

workloads. To compensate for this cost, cryogenic caches should consume only 10%

of the energy consumed by caches running at 300K.

Cryogenic-optimal cache architecture. Once the accurate tradeoffs of candidate

cache cell technologies are available for 77K, architects should find the best cache ar-

chitecture. The cryogenic-optimal cache architecture should provide the highest speed

to the latency-critical workloads and the largest capacity to the capacity-critical work-

loads, while keeping their overall die area and power consumption under the budget.

4.1.3 Research goal

To resolve these challenges, we carefully analyze and select the most appropriate

cache-cell technologies for the target temperature in terms of performance, power,

cost, and feasibility. Next, by exploiting the analyses, we architect and propose our

cryogenic-optimal, technology-feasible cache design which achieves both the high

performance and the energy efficiency, while satisfying the die-area and cooling cost

budget.

4.2 Cell Technologies for Cryogenic Caches

To determine the 77K-optimal memory technology, we analyze major cache-cell tech-

nologies (i.e., 6T-SRAM, 3T-eDRAM, 1T1C-eDRAM, STT-RAM) as summarized in

Table 4.1. Our analysis focuses on two points: (1) each technology’s tradeoffs and (2)

how they are affected by the temperature reduction. We analyze the cell-level charac-

teristics (e.g., cell density, retention time) in this section, and the cache-level charac-

teristics (e.g., dynamic power, performance) in Section 4.4.
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Table 4.1: Comparison of memory technologies for on-chip caches

(a) 6T-SRAM (b) 3T-eDRAM (c) 1T1C-eDRAM (d) STT-RAM

Cell 
schematic

Major 
advantage Fast read/write

High density
Logic compatible

Small leakage
Fast read/write

High density
High density
Non-volatility

Near-zero leakage

Critical
drawback

High leakage power
Large cell area Short retention time

Extra process (Cap)
Slow read/write

High access energy

Extra process (MTJ)
Write overhead

Cryogenic 
effect

(+) Faster speed
(+) Near-zero leakage

(+) Faster speed
(+) Improved retention time

(-) Cannot resolve 
the process problems (-) Higher write overhead

BL

WLWL

BL

Capacitor

BL

WL

PR

RBLStorage
node

WWL

PW

WBL

PS

RWL
Vdd

BL

WL

MTJ

SL

4.2.1 6T-SRAM

Behaviors at 300K. The 6T-SRAM cell is the conventional technology for cache

designs at the room temperature. The main advantage of 6T-SRAM is its relatively

faster access speed and more reliable, retention-free bit storage than other candidates.

However, SRAM has several shortcomings in terms of the cell size and static power

[20, 24, 81]. As each 6T-SRAM cell uses six transistors per bit, its cell size is larger

than other candidates consisting of a smaller number of transistors. In addition, as each

6T-SRAM cell contains multiple leakage paths, it consumes a huge static power.

Behaviors at 77K. The SRAM remains as a promising design choice for 77K

caches. First, the SRAM’s access latency decreases with the temperature reduction

thanks to the reduced wire latency and the mobility improvement [91]. We confirm the

latency reduction with our modeling results in Section 4.4.

Second, the SRAM’s static power nearly disappears at 77K thanks to the greatly

reduced subthreshold leakage current, which is the dominant source of leakage power

consumption at 300K. Our simulations using Hspice and PTM models [119] (Fig. 4.5)

show the static power of differently-scaled SRAM cells operating at different tempera-

tures. The simulation limits the minimum temperature to 200K, the lowest temperature

validated by PTM [118]. With the temperature reduction, the static power quickly dis-

appears (e.g., 89.4 times reduction for 14nm at 200K) and its reduction degree is higher
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Figure 4.5: Static power of differently scaled SRAM cells

for the leakage-subject smaller technologies. At 200K, the static power of the 20nm

node is higher than the smaller nodes by applying higher Vdd to the larger nodes and

thus incurring relatively higher gate tunneling current [57].

Therefore, we consider SRAM to remain as a promising candidate to build a cryo-

genic cache.

4.2.2 3T-eDRAM

Behaviors at 300K. The 3T-eDRAM cell consists of three PMOS transistors: a write

access transistor (PW), a storage transistor (PS), and a read access transistor (PR).

Table 4.1b shows the 3T-eDRAM cell’s key characteristics.

A 3T-eDRAM cell stores a bit value on PS’s gate capacitance (or storage node). For

a write, the write bitline (WBL) is pulled up to the desired voltage level, while the write

wordline (WWL) drives PW to store the value to the storage node. For a read, the read

bitline (RBL) is pulled down to the zero voltage, and then the read wordline (RWL) is

switched from Vdd to 0V to activate PR. If ‘0’ is stored in the storage node, the pre-

discharged RBL is pulled up to Vdd. If ‘1’ is stored, the RBL remains discharged. The

sense amplifier quickly translates the stored value based on the RBL’s voltage level.

The main advantages of 3T-eDRAM are its seamless implementation on a logic die

(i.e., logic compatibility), 2× higher cell density over the 6T-SRAM cell by using only

three transistors per bit, fast access speed (even comparable to SRAM), and smaller

static power consumption by using only low-leakage PMOS transistors [20, 24].

Cell refresh overhead. However, at 300K, the 3T-eDRAM cell is not feasible for a
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Figure 4.6: Retention time of (a) 3T-eDRAM and (b) 1T1C-eDRAM cells
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Figure 4.7: Performance impact of different eDRAM cells (3T, 1T1C) at different tem-

peratures (300K, 77K). IPC values are normalized to IPC without refreshing

cache design due to its prohibitive refresh overhead. As the 3T-eDRAM cell’s value is

gradually leaked away, the cell should be refreshed. Fig. 4.6a shows the 3T-eDRAM’s

retention time with the technology and temperature variations. We obtain the results

with Hspice Monte Carlo simulations as done by [25], and the overall trend of the pro-

hibitive refresh overhead matches the results of [57]. For example, the 3T-eDRAM’s

retention time for the 14nm node is 927ns, which is almost 70,000 times shorter than

that of DRAM (64ms).

Making a cache with 3T-eDRAM cells leads to severe performance degradation

as shown in Fig. 4.7. We set the retention time of 3T-eDRAM to 2.5µs (20nm LP),

the longest value at 300K. The graph compares the performance of a processor having

3T-eDRAM caches to a baseline having conventional 6T-SRAM caches (described in

Table 4.2). The refresh operation of 3T-eDRAM cells at 300K unacceptably degrades

the performance down to 6% on average. Such huge refresh overheads prevent modern

processors from implementing 3T-eDRAM caches at 300K.
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Behaviors at 77K. Interestingly, we observe that the cryogenic environment ef-

fectively eliminates the refresh overhead by dramatically extending the retention time.

Even at 200K, the retention time is extended by more than 10,000 times thanks to the

reduced leakage current (Fig. 4.6a). Note that the retention time will be further reduced

for 77K due to the more reduction of the leakage currents (e.g., subthreshold current,

GIDL, gate-tunneling current) below 200K [9, 89, 96, 117].

Therefore, making a 3T-eDRAM cache at 77K becomes highly promising thanks

to the nearly eliminated refreshing overhead. To measure the application performance,

we use the shortest retention time (11.5ms in 14nm LP) at 200K for conservatively

applying the reduced refresh overhead. Fig. 4.7 shows that the 3T-eDRAM cache’s

performance becomes similar to that of SRAM cache under the cryogenic temper-

ature. Based on its promising behaviors at 77K (e.g., doubled density, faster access

speed, lower power, longer retention), we choose the 3T-eDRAM as another promis-

ing candidate to build a cryogenic cache.

4.2.3 1T1C-eDRAM

Behaviors at 300K. Each 1T1C-eDRAM cell consists of an access transistor and a ca-

pacitor (Table 4.1c), which makes its cell density roughly three times higher than the

6T-SRAM cell (i.e., 2.85 times [22]). Another advantage is its reasonable refresh over-

head even at 300K. As the capacitor of 1T1C-eDRAM is much larger than the storage

node of 3T-eDRAM, its retention time at 300K is 100 times longer than 3T-eDRAM

(Fig. 4.6). The performance degradation due to the refresh overhead is acceptable (i.e.,

2.2%) at 300K as shown in Fig. 4.7.

However, the 1T1C-eDRAM cell suffers from fundamental limitations as follows.

First of all, its fabrication is incompatible with the conventional transistor-only logic

process due to its per-cell capacitor. Even though per-cell capacitor can be easily con-

structed in the fabrication process for DRAMs, it is difficult and expensive to build

the capacitors inside processors using the transistor-only logic process. In addition,
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Figure 4.8: Write overhead of STT-RAM at 300K and 233K.

the 1T1C-eDRAM cell is slower and consumes more access energy than SRAM and

3T-eDRAM [111, 114]. Therefore, 1T1C-eDRAM has been used to build extremely

large, but slow off-chip caches (e.g., 128MB off-chip cache of IBM Power 8).

Behaviors at 77K. Unfortunately, the temperature reduction does not resolve the

1T1C-eDRAM’s key disadvantages, as the eDRAM’s main advantage at a low tem-

perature is the reduced refreshing overhead. Fig. 4.6b shows that the 1T1C-eDRAM’s

retention time at 300K is already as long as the refresh-tolerable 77K 3T-eDRAM’s

retention time. Therefore, the application performance of 77K 1T1C-eDRAM caches

is the same as those of 77K 3T-eDRAM and 300K 6T-SRAM caches (Fig. 4.7).

Due to its characteristics inferior to the 77K 3T-eDRAM cells (i.e., logic incompat-

ibility, slower access, higher energy), we exclude the 1T1C-eDRAM cell as a candidate

to build a cryogenic cache. Note that 1T1C-eDRAM also becomes faster at cryogenic

temperatures, similar to the case of cryogenic DRAMs.

4.2.4 STT-RAM

Behaviors at 300K. The STT-RAM cell is an emerging memory cell technology

thanks to its high density (i.e., 2.94 times higher than SRAM), near-zero leakage, and

non-volatility [26]. Table 4.1d shows the STT-RAM’s structure. Each STT-RAM cell

consists of one transistor and one magnetic tunneling junction (MTJ). The MTJ con-

sists of two magnetic layers, whose polarity determines its resistance. Applying a high

voltage to MTJ changes the polarity and thus changes the stored data.
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However, the STT-RAM cell comes with two critical limitations. First, to build the

MTJ, the cell implementation requires additional fabrication process. Second, it suffers

from severe write overhead. To write a value, it should apply a high voltage to MTJ for

a long time enough to change the layer’s magnetic polarity. Fig. 4.8 shows the write

latency and energy of 22nm 128KB STT-RAM at 300K and 233K. We used NVSim

[29] to obtain the 300K STT-RAM values, and scaled the values for 233K according to

[15]. The write overhead is normalized to that of 22nm 128KB SRAM values obtained

with CACTI [73]. The results indicate that the STT-RAM’s write latency is 8.1 times

longer and its energy is 3.4 times higher than those of the SRAM baseline.

Behaviors at 77K. Unfortunately, the temperature reduction increases the STT-

RAM’s write overhead. Fig. 4.8 shows that the write latency and energy overheads

increase with the temperature reduction. The reason is the MTJ’s increased thermal

stability which makes the polarity change more difficult at the low temperature [109].

This write overhead will further increase at lower temperatures as the thermal stability

is inversely proportional to the temperature [51].

Therefore, due to its increasing write overhead at low temperatures, we exclude

the STT-RAM cell as a candidate to build a cryogenic cache.

4.3 Cryogenic Cache Modeling Framework

In the previous section, we chose 6T-SRAM and 3T-eDRAM cells as the promising

candidates to be used for cryogenic caches. Therefore, we develop a cryogenic cache

model in this section, in order to accurately estimate the latency and energy consump-

tion of the two candidate cells at 77K.

To measure the access latency and power consumption, we modify CryoRAM [60],

our cryogenic memory modeling tool, to implement the representative 6T-SRAM and

3T-eDRAM caches. CryoRAM consists of the cryogenic MOSFET model (cryo-pgen)

and DRAM-device memory model (cryo-mem). We add 6T-SRAM and 3T-eDRAM
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Figure 4.10: SRAM and 3T-eDRAM cache modeling overview

cache models to the tool’s cryo-mem component. We also modify CryoRAM to es-

timate the latency and power consumption of the two new memory cells with the

cryogenic MOSFET properties obtained by cryo-pgen. Fig. 4.9 shows our modified

modeling methodology with the newly added memory models marked as the black-

colored components.

4.3.1 300K cache modeling

We first develop our 6T-SRAM cache model for 300K by applying the CACTI’s SRAM

model to our cryogenic modeling tool. As we do not find any 3T-eDRAM cache models

available in public [20, 53], we develop our own 3T-eDRAM cache model by modify-

ing the SRAM cache model as follows.

(1) Decoder. The 3T-eDRAM cache’s decoder can be modeled from the SRAM
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cache model by considering their differences in the cell structure. For example, the

SRAM cache uses one output port per cell because read and write operations share

the same wordlines. On the other hand, the 3T-eDRAM cache uses two output ports

per cell because read and write operations use different wordlines (Table 4.1b). The

higher number of output ports increases the number of transistors in the decoder and

thus makes the decoder slower. We take the differences into account to model our

3T-eDRAM cache model. Fig. 4.10a compares the decoder structures of SRAM and

3T-eDRAM.

(2) Cell size. As the cell size directly affects various key physical structures (e.g.,

Htree, decoder, bitline, wordline) and thus the cache’s performance and energy con-

sumption, we carefully estimate the size of 3T-eDRAM cell. For the purpose, we de-

rive its relative size to 6T-SRAM by drawing and comparing both cell layouts with

Magic [76] (Fig. 4.10b). W and H in Fig. 4.10b indicate the width and height of

an SRAM cell, respectively. Our result shows that the 3T-eDRAM cell is 2.13 times

smaller than the 6T-SRAM cell. The smaller cell size reduces the size of decoder and

the length of wordlines.

(3) Bitline RC model. As the bitline RC model determines the bitline latency, we

carefully extract the 3T-eDRAM’s bitline RC model from the SRAM model by chang-

ing NMOS resistance (Rnmos) to PMOS resistance (Rpmos) (Fig. 4.10c). The bitline

RC model of SRAM consists of two Rnmos because two serialized NMOS transistors

drive the bitline. On the other hand, 3T-eDRAM charges the bitline with two serialized

PMOS transistors. Note that Rpmos is higher than Rnmos due to the lower mobility of

PMOS [47]. We apply the differences to our model.

(4) Sense amplifier. The 3T-eDRAM’s sense amplifier differs from that of SRAM.

However, the latency and energy consumption of the sense amplifier are negligible

compared with those of the decoder, bitlines, and other peripheral circuits [53]. There-

fore, we apply the SRAM cache’s sense amplifier model to our 3T-eDRAM cache

model.
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Figure 4.11: 300K 3T-eDRAM model validation results

4.3.2 300K cache model validation

To validate the 3T-eDRAM model’s latency and static power, we compare our model

results against the publicly available reference values obtained from 65nm fabricated

chips [25]. Fig. 4.11 shows our validation results, in which all results are normalized to

those of the same capacity SRAM. To validate the 3T-eDRAM’s dynamic energy per

access values, we compare our model results against the publicly available reference

values obtained from the 32nm process modeling [20].

The validation results show that the latency, static power, and the dynamic energy

of our model closely match the reference results with 8.4% difference on average.

Therefore, we conclude that our 3T-eDRAM cache modeling is reasonably validated

for the room-temperature operations. Note that we verify only the relative ratios be-

tween 3T-eDRAM and SRAM rather than the absolute values in terms of latency and

energy consumption because we only utilize the relative values in the following sec-

tions.

4.3.3 Cryogenic environment modeling

We expect that the latency and power consumption of SRAM and 3T-eDRAM caches

will be significantly lower at 77K due to the reduced wire resistivity and subthreshold

current. For instance, the wire resistivity is reduced to 17.5% with the temperature
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Figure 4.12: 77K cache model validation results

reduction from 300K to 77K [67], which will improve the performance of the caches.

At the same time, the nearly eliminated subthreshold current allows aggressive Vdd

and Vth scaling (or Vdd/Vth scaling), which will greatly improve the energy efficiency

of the caches as well. Therefore, to develop our cryogenic cache model, we apply the

CryoRAM’s low-temperature MOSFET model (cryo-pgen) [60] which can accurately

estimate the wire resistivity, the leakage current, and the impact of Vdd/Vth scaling.

4.3.4 77K cache model validation

To validate our cryogenic cache model, we compare the model’s prediction with the

results of Hspice simulations. For the Hspice simulations, we utilize an industry-

provided MOSFET model card designed for the 65nm technology at 77K. Note that

we evaluate the speed-up of 77K caches which have the same circuit design as 300K-

optimized caches.

We do not additionally validate the static and dynamic energy model for the cryo-

genic caches due to the following reasons. First, the temperature model for the cache’s

static energy is the same as the already validated DRAM’s model because the temper-

ature dependence of the subthreshold leakage current does not depend on the memory

cell type. In addition, regardless of the target temperature, the dynamic energy per ac-

cess remains the same because the dynamic energy only depends on the supply voltage

and capacitance of the circuit.

Fig. 4.12 shows the validation results of 2MB 77K caches, in which all the 77K
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latency values are normalized to the latency of the same caches operating at 300K.

Based on our modeling, the SRAM and 3T-eDRAM caches become 20% and 12%

faster at 77K, respectively. The speed-up values closely match the Hspice simulation

results with 2.4% of the maximum error rate. Therefore, we conclude that the accuracy

of our cryogenic model is well validated.

With our validated cache model, we perform aggressive design-space explorations

to find our optimal cache architecture at 77K. The following section provides more

details to find the optimal cryogenic cache architecture.

4.4 CryoCache: 77K-Optimal Cache Design

With the cryogenic cache model described in the previous section, we propose an

optimal cache architecture for the cryogenic environment. To achieve the goal, we

first perform exhaustive experiments to figure out the optimal Vdd and Vth values to

compensate for the cooling cost (Section 4.4.1). Next, we analyze the SRAM and

3T-eDRAM-based cryogenic caches in terms of the latency (Section 4.4.2) and the

energy consumption (Section 4.4.3). Based on the analysis, we propose an optimal

cache hierarchy by selectively using different cache configurations for different levels

(Section 4.4.4).

For a fair comparison, we compare 3T-eDRAM and SRAM caches which occupy

the same die area. For example, as 3T-eDRAM is twice denser than SRAM, we com-

pare 16MB 3T-eDRAM and 8MB SRAM caches.

4.4.1 Vdd and Vth scaling

Our baseline cache design is an 8-way set-associative, dual-port, and ECC-supported

SRAM cache fabricated with 22nm technology. Vdd and Vth of the baseline are 0.8V

and 0.5V, respectively, which are the 22nm PTM default values [119]. We use the same

design for our cryogenic caches, except the detailed circuit design (e.g., placement of

repeaters, number of subarrays) and Vdd and Vth values.
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As shown in Fig. 4.4, the cryogenic cache cannot achieve the target cost-effectiveness

without reducing its dynamic energy consumption due to the cooling cost. Therefore,

Vdd and Vth should be reduced to minimize the dynamic energy without losing its per-

formance. However, scaling down the Vdd and Vth level increases the static energy con-

sumption [57]. Therefore, we should find the optimal voltages to build cost-effective

cryogenic caches.

We scale down Vdd and Vth under the following constraints. First, the access latency

of the voltage-scaled 77K caches should be shorter than that of the baseline cache at

77K. Second, among the satisfied Vdd and Vth sets, we select a set which minimizes the

total cache energy consumption. As a result, we set Vdd and Vth of cryogenic caches to

0.44V and 0.24V, respectively.

In the following sections, we compare the voltage-optimized 77K caches with 77K

SRAM caches without voltage scaling. ”Opt.” means the voltage-optimized cache de-

sign, while ”No opt.” indicates the 77K cache without voltage scaling.

4.4.2 Latency analysis

Fig. 4.13 shows the latency breakdown of 300K SRAM, 77K SRAM (no opt.), 77K

SRAM (opt.), and 77K 3T-eDRAM (opt.) caches for various capacities. The access la-

tency consists of the decoder, bitline, and Htree latencies. The decoder latency includes

the wordline latency. The Htree latency means the global interconnect latency. The ir-

regular points (e.g., 512KB in Fig. 4.13a) exist because the model proposes differently

optimized circuit designs for each capacity.

In summary, cryogenic caches are faster than the 300K baseline caches. 77K SRAM

(opt.) caches serve the fastest access speed among the cryogenic caches. On the other

hand, 77K 3T-eDRAM (opt.) caches can provide twice a larger capacity with the com-

parable access speed than 77K SRAM (opt.) caches.

First, Fig. 4.13a shows the latency breakdown of 300K SRAM caches. For the

4KB capacity, the decoder latency dominates the access latency. However, the ratio
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Figure 4.13: Latency breakdown of (a) 300K SRAM, (b) 77K SRAM (no opt.), (c)

77K SRAM (opt.), (d) 77K 3T-eDRAM (opt.) caches in various capacity. The latency

values are normalized to the latency of the 300K SRAM caches with same area.

of decoder latency decreases for larger capacity caches because the decoder latency

is proportional to the log of the memory capacity [83]. The ratio of bitline latency

also decreases for larger capacity caches because our cache model regulates the bitline

latency by splitting one bank to many subarrays. However, the Htree latency portion

continually increases and becomes dominant for larger capacity caches. As the Htree

latency is proportional to the area, the model cannot regulate the latency by circuit-

level optimizations (e.g., number of subarrays). Htree latency occupies 93% of the

access latency in the 64MB 300K SRAM cache.

Next, Fig. 4.13b shows the latency breakdown of 77K SRAM (no opt.) caches. All

of the latency components are significantly reduced thanks to the wire resistivity re-

duction at 77K. Among them, Htree latency greatly decreases because Htree is mostly
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composed of wires. Therefore, the latency reduction becomes more effective for larger

capacity caches where the Htree latency is dominant. The latency of the 64MB 77K

SRAM (no opt.) cache is 45.6% of the 64MB 300K SRAM latency.

Fig. 4.13c shows the latency breakdown of 77K SRAM (opt.) caches. 77K SRAM

(opt.) caches are always faster than 77K SRAM (no opt.) caches by scaling down Vth

(2.1 times) more than Vdd (1.8 times) which makes the transistors run faster [47]. The

latency of the 64MB 77K SRAM (opt.) cache is 40.6% of the 64MB 300K SRAM

latency.

Finally, Fig. 4.13d shows the latency breakdown of 77K 3T-eDRAM (opt.) caches.

Due to the high bitline latency, 77K 3T-eDRAM caches are much slower than the

same-area 77K SRAM caches for small capacities. However, the latency of 77K 3T-

eDRAM (opt.) caches becomes comparable to the same-area 77K SRAM cache la-

tency for the large capacity range. As the Htree latency is proportional to the area, the

77K 3T-eDRAM’s latency becomes comparable to the same-area 77K SRAM cache

latency. The access latency of the 128MB 77K 3T-eDRAM (opt.) cache is 47.7% of

the 64MB 300K SRAM latency.

4.4.3 Energy consumption analysis

Fig. 4.14 shows the energy breakdown of caches for L1, L2, and L3 design when

executing 11 PARSEC 2.1 workloads (i.e., blackscholes, bodytrack, canneal, dedup,

ferret, fluidanimate, rtview, streamcluster, swaptions, vips, x264) [11] with the baseline

setting in Table 4.2. We use the cache access rate of the baseline for calculating the

dynamic energy of each cache.

First, Fig. 4.14a shows the energy breakdown of L1 caches. The dynamic energy

dominates the L1 energy consumption due to its high access rate. The dynamic energy

of 77K SRAM (no opt.) cache is the same as that of 300K SRAM cache (84.3%)

because the cryogenic cache has the same Vdd as the 300K cache. On the other hand,

dynamic energies of other 77K caches (33.6% in 77K SRAM (opt.), 40.3% in 77K
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Figure 4.14: Energy breakdown of four caches (300K SRAM, 77K SRAM (no opt.),

77K SRAM (opt.), 77K 3T-eDRAM (opt.)) for (a) L1, (b) L2, and (c) L3 design. 3T-

eDRAM caches have twice a larger capacity than SRAM caches.

3T-eDRAM (opt.)) are lower than that of 300K SRAM cache due to their reduced Vdd.

Among the two voltage-optimized cryogenic caches, 77K SRAM (opt.) cache

has lower dynamic energy consumption than 77K 3T-eDRAM (opt.) cache. As the

3T-eDRAM cache is twice denser than the SRAM cache, more transistors are con-

nected with the 3T-eDRAM’s wordline and bitline. For this reason, 3T-eDRAM caches

should drive larger capacitance for switching and consume more dynamic energy than

SRAM caches. Therefore, 77K SRAM (opt.) cache has the lowest energy consumption

(34.9%) for the L1 design.

Figs. 4.14b and 4.14c show the energy consumption of L2 and L3 caches, respec-

tively. The static energy dominates the energy consumption in 300K SRAM caches.

The huge area occupancy induces the significant static energy consumption. The L2

and L3 caches occupy 8 and 256 times larger area than L1 caches, respectively. There-

fore, their static energies are 8 and 256 times higher and dominate the overall energy
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consumption.

The static energy of cryogenic caches is lower than that of 300K SRAM caches

because the static energy is exponentially proportional to the temperature. Among the

cryogenic caches, 77K SRAM (opt.) caches have the highest static energy consump-

tion. Due to the reduced Vth, 77K SRAM (opt.) consumes higher static energy than 77K

SRAM (no opt.). On the other hand, 77K 3T-eDRAM (opt.) cache has negligible static

energy thanks to the low leakage current of PMOS. As the leakage current of PMOS

is about ten times lower than that of NMOS, the PMOS-based 3T-eDRAM cache con-

sumes much lower static energy than SRAM caches consisting of NMOS [24]. At the

same time, 77K eDRAM (opt.) caches have lower dynamic energy than 77K SRAM

(no opt.) caches thanks to its lower Vdd. Therefore, 77K 3T-eDRAM (opt.) caches have

the lowest energy consumption for L2 and L3 designs. For the L2 design, energy con-

sumption of 77K 3T-eDRAM (opt.) cache (2.5%) is 1.9 and 2.2 times lower than 77K

SRAM (no opt.) (4.7%) and 77K SRAM (opt.) (5.3%), respectively. For the L3 design,

the energy consumption of 77K 3T-eDRAM (opt.) (1.3%) is lower than that of 77K

SRAM (no opt.) (2.8%) by 2.1 times, and that of 77K SRAM (opt.) (4.6%) by 3.5

times, respectively.

4.4.4 Selecting the 77K-optimal cache architecture

Based on the latency and the energy analyses, we propose CryoCache, the cryogenic-

optimal cache design for high performance and energy efficiency. First, CryoCache

selects 77K SRAM (opt.) for its L1 cache design. The short access latency is the most

important factor for L1 design because the system performance is more sensitive to

the L1 access latency than the L1 capacity [42, 79]. Reducing the L1 dynamic energy

is also important because the dynamic energy dominates the L1 energy consumption.

For these reasons, 77K SRAM (opt.) is the best choice for the L1 cache design because

it provides the fastest access speed with the minimum dynamic energy consumption.

Second, CryoCache selects 77K 3T-eDRAM (opt.) for its L2 and L3 cache de-
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signs. The system performance is more sensitive to the L3 capacity than the L3 la-

tency due to the huge L3 miss penalty. Reducing the static energy is also important

because the static energy dominates both L2 and L3 energy consumption. Therefore,

the low-leakage and high-density 77K 3T-eDRAM (opt.) is the best choice for L2 and

L3 design because it provides the highest cache capacity with minimum static power

consumption.

4.5 Evaluation

In this section, we show the system-level performance and energy-efficiency of the

proposed cache design. We first introduce our evaluation methodology (Section 4.5.1).

Next, we evaluate our cache design in terms of the performance (Section 5.5.2) and

energy consumption (Section 4.5.3).

4.5.1 Evaluation methodology

Evaluation setup

For the evaluation, we use Gem5 timing simulator [12]. Our simulation setup is based

on Intel i7 6700 processor’s specification which has four cores, private L1 and L2

caches, and a shared L3 cache [49]. We utilize 11 PARSEC 2.1 workloads [11].

We evaluate CryoCache by comparing it with the baseline (Baseline (300K)). We

also evaluate three other 77K cache-based system designs: systems with 77K SRAM

(no opt.) caches (All SRAM (77K, no opt.)), with 77K SRAM (opt.) caches (All

SRAM (77K, opt.)), and with 77K 3T-eDRAM (opt.) caches (All eDRAM (77K, opt.)).

We set the latency of 77K caches based on the relative speed-up obtained in Sec-

tion 4.4.2. For example, our model predicts that the 8MB 77K SRAM (opt.) cache

is 2.3 times faster than the 8MB 300K SRAM cache. Therefore, we set the latency

of 77K-optimized SRAM to 18 cycles, which is 2.3 times shorter than the baseline

latency. We summarize the setup in Table 4.2.
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Table 4.2: Evaluation setup

Common specification

CPU Based on the Intel i7-6700

Memory DDR4 2400

Cache specification

Design Level Type Capacity Latency

Baseline

(300K)

L1 SRAM 32KB 4cyc

L2 SRAM 256KB 12cyc

L3 SRAM 8MB 42cyc

All SRAM

(77K, no opt.)

L1 SRAM 32KB 3cyc

L2 SRAM 256KB 8cyc

L3 SRAM 8MB 21cyc

All SRAM

(77K, opt.)

L1 SRAM 32KB 2cyc

L2 SRAM 256KB 6cyc

L3 SRAM 8MB 18cyc

All eDRAM

(77K, opt.)

L1 3T-eDRAM 64KB 4cyc

L2 3T-eDRAM 512KB 8cyc

L3 3T-eDRAM 16MB 21cyc

CryoCache

L1 SRAM 32KB 2cyc

L2 3T-eDRAM 512KB 8cyc

L3 3T-eDRAM 16MB 21cyc

Energy evaluation methodology

We include the energy consumption for the cryogenic cooling because the cooling en-

ergy dominates the overall energy consumption at 77K. The cooling energy consump-

tion (Ecooling) can be represented as the electrical energy to remove the heat dissipated

from the device (Eq. (5.2)).

Ecooling = Edevice · CO (4.1)

Edevice is the energy consumption of the electronic devices and CO is the cooling

overhead [50]. The cooling overhead indicates the required energy to remove unit heat

(1J) from the cooling system. The cooling overhead significantly increases as the target

temperature decreases and it reaches 9.65 in the 77K cooling system [50]. Therefore,
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Figure 4.15: Speed-up of CryoCache

we use 9.65 value for our 77K cooling overhead (CO77K).

E77K-total = E77K-device + E77K-cooling

= (1 + CO77K) E77K-device

= 10.65 E77K-device (4.2)

Based on the cooling energy model, we calculate the total required energy for

our 77K system (E77K-total) as Eq. (5.3). Eq. (5.3) indicates that the 77K cache should

consume at most 10.65 times less energy than the 300K cache to achieve the energy

efficiency. Note that we exclude the cooling cost for the 300K baseline system to con-

servatively show the cryogenic cache’s energy efficiency.

The 77K cooling system also needs the LN cost and the cooling facility cost. How-

ever, we focus only on the cooling energy consumption because the LN cost and the

cooling facility cost are the one-time cost to build LN recycling systems. The recurring

cooling energy cost is much higher than the one-time cost and dominates the cryogenic

cooling cost [66]. For this reason, our energy evaluation reflects the realistic cooling

cost for 77K.

4.5.2 Performance evaluation

Fig. 4.15 shows the speed-up of cryogenic caches. The speed-up is inversely propor-

tional to the execution time normalized to that of the baseline. In our performance

evaluation, CryoCache achieves the highest speed-up (80%) compared to others.
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First, All SRAM (77K, no opt.) achieves the speed-up of 18.3% on average, up

to 41.0% for swaptions. The speed-up purely results from the reduced access latency.

Each workload has a different speed-up, due to the differences in the performance bot-

tleneck. For example, swaptions shows the highest speed-up (41.0%) because swap-

tions has the largest cache portion in the CPI stack (Fig. 4.2). On the other hand, can-

neal shows a marginal speed-up (7.9%) because its performance is not much affected

by the cache latency.

Next, All SRAM (77K, opt.) achieves the speed-up of 34.7% on average, up to

78.5% in swaptions. All SRAM (77K, opt.) achieves the higher speed-up than All

SRAM (77K, no opt.) because the voltage-optimized caches are faster than the unop-

timized caches. Swaptions shows the highest speed-up (78.5%) for the same reason as

the All SRAM (77K, no opt.) case.

All eDRAM (77K, opt.) shows the speed-up of 48.6% on average, up to 3.79 times

for streamcluster. All eDRAM (77K, opt.) achieves 13.9% higher speed-up compared

to All SRAM (77K, opt.) and it comes mainly from the doubled capacity. Among

workloads, streamcluster achieves the highest speed-up (3.79 times) because its work-

ing set (16MB) fits for the new LLC capacity [11]. The doubled capacity also signifi-

cantly improves other capacity-sensitive workloads such as canneal.

Unfortunately, All SRAM (77K, opt.) and All eDRAM (77K, opt.) cannot improve

the performance of capacity-critical and latency-critical workloads, respectively. In All

SRAM (77K, opt.), the performance of streamcluster and canneal remains nearly the

same because the reduced access latency cannot benefit these workloads, as shown in

the CPI stack (Fig. 4.2). On the other hand, All eDRAM (77K, opt.) greatly improves

the performance of capacity-critical workloads (i.e., streamcluster, canneal), but can-

not benefit the latency-critical workloads (i.e., blackscholes, ferret, rtview, swaptions).

Different from two cases, CryoCache can boost both the latency-critical workloads

and the capacity-critical workloads. CryoCache provides both the low access latency

and the large capacity by utilizing faster SRAM in L1 design and denser 3T-eDRAM
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Figure 4.16: (a) cache energy breakdown and (b) total energy consumption (including

the cooling cost) of the five cache designs, normalized to those of Baseline (300K).

in L2 and L3 designs. Therefore, our cache architecture outperforms other designs

for most of the workloads. CryoCache achieves the speed-up of 80% on average, up to

4.14 times for streamcluster. For some workloads (i.e., blackscholes, ferret), the speed-

up of CryoCache is slightly smaller than All SRAM (77K, opt.) because the relatively

long access latency of L2 and L3 3T-eDRAM more strongly affects the performance

than the doubled capacity. Except for these workloads, CryoCache outperforms other

designs thanks to its carefully designed cache architecture.

4.5.3 Energy evaluation

Figs. 4.16a and 4.16b show the cache energy breakdown and the total energy consump-

tion including the cooling cost, respectively. Energy values are normalized to the total

energy consumption of Baseline (300K). In our energy evaluation, CryoCache has the

lowest cache energy consumption (6.2%) and total energy consumption (65.9%).

In Baseline (300K), the L1 dynamic energy occupies 11.9% of the cache energy

consumption. The L2 and L3 static energy consumptions are 16.8% and 66.4% of the

total cache energy consumption.

In All SRAM (77K, no opt.), the static energy consumption is almost eliminated

thanks to the low temperature. However, the L1 dynamic energy consumption (11.9%)

dominates the cache energy (Fig. 4.16a) and induces the huge cooling energy con-

sumption (Fig. 4.16b). Therefore, the total energy consumption of All SRAM (77K,
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no opt.) is 56% higher than that of the baseline.

In All SRAM (77K, opt.), the overall dynamic energy is significantly reduced

thanks to the Vdd and Vth scaling. However, the L2 and L3 static energy consumptions

increase due to the reduced Vth. The L2 and L3 static energy consumptions occupy

35.6% of total cache energy and incur the huge cooling energy consumption (31.0%).

On the other hand, All eDRAM (77K, opt.) has the significantly reduced energy

consumption thanks to the low static power of 3T-eDRAM. The cache energy con-

sumption of All eDRAM (77K, opt.) is 7.1% of the baseline energy. As a result, All

eDRAM (77K, opt.) consumes 24.6% less total energy than the baseline.

However, CryoCache consumes much less energy than others. Unlike All SRAM

(77K, opt.) case, CryoCache uses 3T-eDRAM for L2 and L3 design which greatly

reduces their static energy. For the dynamic energy-critical L1 design, we select the

32KB SRAM cache which consumes much less dynamic energy than the 64KB 3T-

eDRAM. Therefore, the cache energy consumption is reduced to 6.19% of the base-

line cache energy. The total energy consumption is also 34.1% lower than that of the

baseline. That is, by utilizing our proposed cache design, architects can increase the

system’s performance up to 4.14 times, with 34.1% lower cost.

4.6 CryoCache: Conclusion

In this chapter, we first analyzed the cost-effectiveness and feasibility of various on-

chip memory technologies running at 77K. Next, we developed our cryogenic cache

modeling framework to estimate latency and power of various cache designs. Finally,

based on the analysis and our framework, we architected CryoCache, a fast, large,

power-efficient, and technology-feasible cache architecture running at 77K.
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Chapter 5

CryoCore: Modeling and Optimizing Cores at 77K

5.1 Motivation, Challenge, and Goal

5.1.1 Targeting a 77K-opimized core

After resolving on-chip and off-chip memory walls in the previous chapters, we tar-

get to build a 77K-optimized core architecture as a next step. Specifically, we aim to

improve single-thread and multi-thread performance of CPU pipelines under the same

power budget by applying the 77K-based cryogenic computing.

As the technology scaling continues, it is getting more difficult to build a faster pro-

cessor mainly due to the significantly increasing wire resistance and leakage current.

As the wire delay cannot be scaled with the shrinking device size, it is now extremely

challenging to increase the core clock frequency. Also, if architects force to increase

the clock frequency, the processor cannot compensate for the correspondingly increas-

ing dynamic power consumption due to the prohibitively increasing leakage current

with voltage scaling (i.e., end of single-thread performance scaling).

To get around this single-thread performance challenge, architects have instead im-

proved a chip’s multi-thread performance by using more cores and hardware threads
1CryoCore was published on the 47th ACM/IEEE International Symposium on Computer Architec-

ture (ISCA) and IEEE Micro Top Picks (TopPicks).
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(i.e., CMP [58,74], SMT [103]). However, these circumventions are hitting the physi-

cal and economic limits (e.g., the increasing chip power consumption or dark silicon)

as well as the programming burden (i.e., end of multi-thread performance scaling).

As cryogenic computing resolves the fundamental problems (i.e., increasing wire

resistance and leakage current) of processors’ single-thread and multi-thread perfor-

mance scaling, we target to build a 77K-optimized core architecture as our next step.

In addition, the cryogenic-optimal core will also get synergistic benefits by using the

previously proposed cryogenic caches and memories.

5.1.2 Challenges in designing a 77K-optimized core

To develop a 77K-optimal cryogenic core, architects should resolve the three following

challenges.

Absence of a core performance model: To design a performance-optimal core,

architects need a performance model to accurately estimate a target core’s per-pipeline

critical-path delays and its maximum core frequency. Researchers have proposed var-

ious critical-path delay models for major pipeline stages (e.g., renaming, issue selec-

tion, bypass logic) [62,77]. However, as all these models assume the room temperature

(i.e., 300K), so they cannot be used for core designs running at 77K.

Cooling cost analysis and compensation: To estimate the cost effectiveness of

a cryogenic core, architects should carefully analyze and reduce its cooling cost. To

maintain a device’s temperature at 77K, a conventional cryogenic cooler consumes

9.65 times higher energy than the cooled device (see Section 5.5.1). Fig. 5.1 shows

65



that lowering a processor’s temperature from 300K to 77K can significantly increase

its overall power consumption due to the cooler’s increased power consumption which

is approximately 10 times of the processor’s dynamic power at 77K. Therefore, such

cooling costs can make ineffective the most of the advantages obtained by cryogenic

computing. Therefore, to compensate for the cooling cost, a 77K-optimal cryogenic

core should reduce its dynamic power by 10 times compared to the a core running at

300K.

Cryogenic-optimal core architecture: With a cryogenic core performance, power,

and cooling-cost modeling tool available, architects should design a 77K-optimal core

architecture. The optimal cryogenic core architecture should provide the highest single-

thread and multi-thread performance while keeping its overall area and power over-

head under the budget. However, to the best of our knowledge, neither such analysis

nor the proposed core architecture exists.

5.1.3 Research goal

In this chapter, we resolve the three challenges as follows. We first develop a novel

cryogenic processor’s performance modeling framework (CC-Model). Next, we ana-

lyze a core’s maximum frequency, power consumption, and cooling costs for the target

cryogenic temperature. Finally, we architect and propose our cryogenic-optimal pro-

cessor design (CryoCore) to provide the highest single-thread and multi-thread perfor-

mance while satisfying the target die area and cooling cost budget.

5.2 CC-Model: Cryogenic Core Modeling Framework

In this section, we describe our cryogenic processor modeling framework, CryoCore-

Model (CC-Model), to explore and design our 77K-optimized processors. CC-Model

consists of three sub-models as shown in Fig. 5.2. First, MOSFET model (cryo-MOSFET)

takes fabrication-process information (i.e., model card) as inputs, and then derives the
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Figure 5.2: Cryogenic processor model (CC-Model) overview

major MOSFET characteristics (i.e., on-channel current (Ion), leakage current (Ileak))

for a wide range of temperatures including 77K. Second, based on the given metal

layer’s information, wire model (cryo-wire) generates the on-chip wire characteris-

tic (i.e., wire resistivity) at cryogenic temperatures. Finally, processor model (cryo-

pipeline) reports the critical-path delay of each pipeline stage by utilizing the output

low-temperature MOSFET/wire properties from MOSFET/wire models. In the follow-

ing sections, we explain each model’s role and implementation details.

5.2.1 MOSFET model

To model the major MOSFET characteristics at low temperatures, we utilize cryo-

pgen [60] as a baseline model. Cryo-pgen is a validated cryogenic MOSFET model

which takes a model card as an input, automatically adjusts the model card for given

Vdd and Vth, and derives the MOSFET characteristics at the target temperature. The
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input model card is a set of low-level MOSFET variables related to the MOSFET fab-

rication process (e.g., gate-oxide thickness, doping concentration). The output MOS-

FET characteristics include the on-channel current (Ion) and the leakage current (Ileak).

Cryo-pgen predicts the MOSFET characteristics at 77K by adjusting the three highly

temperature-dependent MOSFET variables (i.e., effective carrier mobility (µeff), satu-

ration velocity (vsat), threshold voltage (Vth)) to 77K values.

However, cryo-pgen has two challenges to predict the low-temperature MOSFET

characteristics of modern technology nodes. First, cryo-pgen cannot accurately pre-

dict the values of temperature-dependent variables for small technology nodes. Cryo-

pgen estimates µeff, vsat, and Vth at low temperatures by assuming that the ratios of

three variables between 300K and the target temperature (T) (i.e., µeff(T)/µeff(300K),

vsat(T)/vsat(300K), Vth(T)/Vth(300K)) are preserved in every technology node. How-

ever, the simple assumption is insufficient to predict the complex impact of technology

scaling on the temperature model. Second, cryo-pgen does not model the temperature
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dependency of the parasitic resistance (Rpar). The absence of Rpar model makes it

difficult for cryo-pgen to accurately predict the MOSFET characteristics in small tech-

nology nodes because the impact of Rpar grows with technology scaling [118]. The

problems become more critical for processors because CPU’s transistors are much

smaller than other memory devices.

To resolve the challenges, we build cryo-MOSFET by implementing two addi-

tional models on the top of cryo-pgen. First, we separately model the temperature

dependency in each gate length, based on the industry-provided MOSFET model (i.e.,

technology-extension model). Fig. 5.3a-c shows the temperature dependency of µeff,

vsat, and Vth for various gate lengths ranging from 180nm to 90nm. Each graph in

Fig. 5.3 is extracted from the industry-validated device model. Cryo-MOSFET can

also predict the MOSFET characteristics of smaller nodes because it extrapolates the

variables for smaller technologies.

Second, we add the temperature dependence model for Rpar as shown in Fig. 5.3d

(i.e., parasitic resistance model). We utilize the temperature dependency data of Rpar

from the previous work [118]. With these additional models, cryo-MOSFET can now

accurately predict the low-temperature MOSFET characteristics of modern technology

nodes.

5.2.2 Wire model

ρwire(T,w, h) = ρbulk(T ) + ρgb(w, h) + ρsf(w, h) (5.1)

The goal of the wire model is to accurately predict the wire resistivity at low tem-

peratures for each on-chip metal layer, which has a different wire width and height.
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Figure 5.5: Processor model

The wire resistivity (ρwire) is mainly determined by the three physical mechanisms:

geometry-independent scattering (ρbulk), grain boundary scattering (ρgb), and surface

scattering (ρsf) [54,68,95]. Eq. (5.1) shows the relationship where T, w, and h indicate

the wire’s temperature, width, and height, respectively. Among the three mechanisms,

ρbulk depends only on the temperature. On the other hand, ρgb and ρsf are mainly de-

termined by the width, height, and purity of wires (i.e., wire geometry) [46,69,78,95].

Therefore, we should consider both the geometry and the temperature dependency in

the wire model.

We implement these two dependencies on cryo-wire as follows. First, we build

geometry-dependent mechanisms (i.e., ρgb and ρsf) by utilizing simple physics-based

models [45,46,95] (Fig. 5.4❶). We set the purity-related hyper-parameters (i.e., A and

B) based on the previous studies [46,97]. Next, we implement temperature-dependent

mechanisms (ρbulk) as the linear model in Fig. 5.4❷ with the coefficients of coppers

[67].
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5.2.3 Processor model

Based on the given processor design, our processor model (cryo-pipeline) predicts the

critical-path delay of each pipeline stage at low temperatures, by taking the MOSFET

and wire characteristics from cryo-MOSFET and cryo-wire, respectively. In addition,

cryo-pipeline can decompose each critical-path delay to the transistor and the wire de-

lay portion. Therefore, with cryo-pipeline, architects can predict the frequency speed-

up at cryogenic temperatures and analyze how the low temperatures affect the delay of

each pipeline stage.

For cryo-pipeline implementation, we utilize Synopsys Design Compiler Topo-

graphical Mode [99]. Design Compiler Topographical Mode can synthesize a Verilog

design based on the logical library (i.e., transistor/gate information) and the physical

library (i.e., metal-layer information). In addition, Design Compiler provides an inter-

face to fix a specific layout design while applying different libraries. Finally, Design

Compiler Topographical Mode can report critical-path delay of each stage and extract

the transistor-only delay of target paths (with no-wire option). By using Design Com-

piler, we implement cryo-pipeline as follows.

Critical-path delay of each pipeline stage: Fig. 5.5 shows the detailed overview of

our processor model. First, cryo-pipeline synthesizes a processor layout by utilizing an

input processor design (Verilog) and 300K logical/physical libraries (❶). Next, with

the processor layout, cryo-pipeline extracts the critical-path delay of each pipeline

stage at 300K (❷). Finally, cryo-pipeline derives the delays at 77K with the same

layout by using the 77K libraries generated by MOSFET/wire models (❸). By doing

so, cryo-pipeline accurately predicts the absolute delay and relative frequency speed-

up at 77K.

MOSFET/Wire delay decomposition: Cryo-pipeline can fully decompose the critical-

path delay into its transistor and wire delay portions by subtracting the impact of the

transistor portions from the overall critical-path delay result considering all modeling

aspects (❹).
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Figure 5.6: cryo-MOSFET validation results: industry-validated model vs cryo-

MOSFET outcomes

5.3 Model Validation

In this section, we validate our models by comparing their outputs with industry-

provided information, previous literature, and our own experiments.

5.3.1 MOSFET model validation

We validate our MOSFET model by comparing major MOSFET characteristics (i.e.,

Ion, Ileak) predicted by cryo-MOSFET with those obtained from our industry-provided

MOSFET model card. The industry model card for Hspice simulation is based on

MOSFET samples fabricated with 2z nm technology, and the data was pre-validated

by actual measurements for the 77K-to-300K temperature range. To match the tech-

nology, cryo-MOSFET uses 22nm PTM [119] as its input model card.

Fig. 5.6 shows the cryo-MOSFET’s accuracy in terms of Ion and Ileak. Ion and

Ileak values are normalized to the 300K value of each model. First, cryo-MOSFET

well matches the industry model’s Ion improvement at low temperatures (Fig. 5.6a).

Our MOSFET model not only accurately predicts the trend of increasing Ion but also
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Figure 5.7: cryo-wire validation results: measurement data from the previous literature

vs. cryo-wire outcomes

shows the small errors for every temperature, 3.3% in maximum. The Ion improvement

stems from the increase in µeff and vsat (as shown in Fig. 5.3a, b). Our MOSFET model

never overestimates the increase in Ion.

Second, cryo-MOSFET’s prediction for Ileak is also accurate as shown in Fig. 5.6b.

Cryo-MOSFET accurately models the exponentially decreasing leakage current from

300K to 200K, and the nearly constant leakage current below 200K. The exponentially

decreasing and nearly constant trends originate from the temperature dependence of

subthreshold current and gate leakage current, respectively. In addition, our MOSFET

model’s predictions are slightly higher than the industry model’s results. Therefore, we

conclude that our MOSFET model accurately and conservatively predicts the target

MOSFET characteristics at the low temperatures.

5.3.2 Wire model validation

We validate our wire model by comparing the wire resistivity reported by cryo-wire

with the measured data from the literature [97,110,116]. Fig. 5.7 shows the validation
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Figure 5.8: Experimental setup for the processor model validation

results for cryo-wire. First, cryo-wire well matches the published resistivity data for

various sets of width and height (Fig. 5.7a) [97]. Second, Fig. 5.7b shows that our wire

model well predicts the linearly decreasing wire resistivity compared to the data from

previous literature [110, 116]. In addition, cryo-wire always reports slightly higher

resistivity values for the given temperatures. Therefore, the results indicate that cryo-

wire accurately and conservatively predicts the resistivity.

5.3.3 Processor model validation

In this section, we validate cryo-pipeline for its frequency speed-up prediction with

various voltage setup. For the ideal validation, we should compare the model’s predic-

tion and the measurement data for the exactly same processor design. However, the

ideal experiment is almost impossible because the Verilog source file of a commercial

processor is usually unavailable. As an alternative approach, we use a representative

processor design for the model’s input and show the frequency speed-up prediction

reasonably matches with the measured value for a commercial processor.

Fig. 5.8 shows our experimental setup for validating cryo-pipeline. We construct

a sample computer board using various commodity parts (i.e., AMD 970 mainboard,

AMD Phenom2 X4 960T CPU, and two Samsung DDR3 2G DIMMs) and the evap-

orator for LN cooling. With the setup, we can separately cool-down the CPU socket.

This setup also allows us to adjust the CPU’s voltage and frequency independently.

Note that we intentionally construct the computer board with the processor fabricated
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comes

with 45nm technology to validate cryo-pipeline targeting the 45nm technology.

With the experimental setup, we measure the frequency speed-up at 135K com-

pared to the maximum frequency at 300K. Note that 135K is the average temperature

achieved with our indirect cooling system during the experiment. We find the maxi-

mum frequency of each temperature by increasing CPU frequency until the booting

process fails or the CPU does not reliably operate.

Fig. 5.9 shows the validation results of cryo-pipeline. The error bars indicate the

last succeeded frequency and the first failed frequency from the experiments. To de-

rive cryo-pipeline’s speed-up results, we use FreePDK 45nm library [98] with BOOM

processor design [17] as the model inputs. Fig. 5.9 shows that cryo-pipeline reports

a reasonably accurate frequency speed-up at 135K, with 4.5% of the maximum error

at 1.45V, even with two processor designs use different microarchitectures (i.e., AMD

and Boom processors).

5.4 CryoCore: Cryogenic-Optimal Core Design

In this section, with our validated modeling framework, we architect a 77K-optimized

core design in terms of performance and power efficiency. In general, a complex de-

sign such as a microprocessor core has an extremely wide design space which cannot

be fully explored by a modeling tool. Therefore, we first draw key design directions

to architect a core microarchitecture running at 77K (Section 5.4.1). Next, following

the directions, we design our 77K-optimal microarchitecture, called CryoCore (Sec-
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Table 5.1: Hardware specifications of hp, lp, and CryoCore

Hp-core

(i7-6700)

Lp-core

(Cortex-A15)
CryoCore

# cache load/store ports 4 1 1

Pipeline width 8 4 4

Load queue size 72 24 24

Store queue size 56 24 24

Issue queue size 97 72 72

Reorder buffer size 224 96 96

# physical integer registers 180 100 100

# physical float registers 168 96 96

Max frequency 4.0GHz 2.5GHz 4.0GHz

Power per core (45nm) 24W 1.5W 5.5W

Core area (45nm) 44.3mm2 11.54mm2 22.89mm2

Core & L1/L2 area (45nm) 97.51mm2 17.51mm2 38.89mm2

Supply voltage (Vdd) 1.25V 1.0V 1.25V

tion 5.4.2). Finally, by applying different voltage scalings, we propose two CryoCore

designs which are optimized for either higher performance (CHP-core) or power effi-

ciency (CLP-core), respectively (Section 5.4.3).

In the following subsections, we conduct performance, power, and area analyses

for the processors listed in Table 5.1. The pipeline width in Table 5.1 indicates the

fetch or issue width of processor pipelines. We implement the target processors by

customizing RISC-V BOOM [17], one of the most representative out-of-order core

designs. For performance analysis, we utilize CC-Model with FreePDK 45nm library

[98] which can be scaled to 77K by our MOSFET/wire models. For power and die-area

analysis, we use McPAT [62] based on the 45nm technology node. Note that we use

45nm technology because FreePDK 45nm is the smallest technology library which we

find among various open-source physical/logical libraries. See Section 5.5.1 for more

details of our power calculation methodology including the cooling cost model.
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5.4.1 Design principles for 77K-optimal core microarchitecture

In this section, we introduce our power and performance-side design principles by

performing case studies with two reference core models: high-performance core (hp-

core) and low-power core (lp-core).

Principle 1. Minimize dynamic power consumption at the microarchitectural level.

We first emphasize the importance of reducing the dynamic power at the microar-

chitectural level. To draw the principle, we first start from our high-performance core

model running at 77K to target the high-performance datacenter market. We set the

hardware specification of hp-core based on Intel i7-6700 Skylake processor [30] (hp-

core in Table 5.1). We set hp-core’s frequency at 300K based on the literature [30],

and its power and area are calculated from McPAT.

Fig. 5.10 shows the power consumption of hp-cores operating at various temper-

atures and voltages. 300K hp and 77K hp in the figure indicate two hp-core designs

running at 300K and 77K without any voltage optimization, respectively. First, we ob-

serve that dynamic power (83%) dominates the power consumption of hp-core running

at 300K (300K hp). Unfortunately, as the cryogenic temperature does not affect the dy-

namic power, the dynamic power remains and incurs huge cooling power consumption

(800%) at 77K (77K hp).

To reduce the dynamic power, we can decrease the Vdd and Vth level simultane-

ously at 77K. However, even though the aggressive voltage scaling is applied, hp-core

cannot achieve the power efficiency at 77K. 77K hp (power opt.) in Fig. 5.10 indicates

the lowest power design obtained by voltage scaling while maintaining the clock fre-

quency at 300K. Even with the aggressive voltage scaling, the huge dynamic power
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cannot be removed and incurs the significant cooling cost at 77K. As the graph shows,

the power consumption of 77K hp (power opt.) is still higher than the total power of

300K hp. That is, there exists a limit in dynamic power reduction with voltage scal-

ing, and thus naively adopting hp-core’s microarchitecture cannot achieve the power

efficiency at 77K. Therefore, we should minimize the dynamic power at the microar-

chitectural level for power efficiency.

Principle 2. Maximize the clock frequency at the microarchitectural level.

We now emphasize the importance of achieving the high frequency at the microar-

chitectural level. To draw the principle, we perform an analysis with a low-power ref-

erence core (i.e., lp-core) because we highlighted the importance of lower power con-

sumption in the previous section. We set the hardware specification of lp-core based

on ARM Cortex-A15 processor [59], whose power consumption (1.5W) and maximum

clock frequency (2.5GHz) are lower than hp-core by 93.7% and 37.5%, respectively

(lp-core in Table 5.1). The lp-core’s frequency is based on the literature [59] and its

power consumption and area are derived from McPAT.

Fig. 5.11 shows the result of frequency and power analysis for three lp-core designs

running at 77K. The three designs (77K lp, 77K lp (freq. opt), and 77K lp (extreme

freq.)) share the same core design, but apply different voltage scalings to adjust their

frequencies. For this analysis, we include the cooling power overhead to maintain the

low temperature. To directly compare the lp-cores with high-performance server pro-

cessors, we normalize the values to those of hp-core operating at 300K (i.e., 300K

hp-core).

First, lp-core with the nominal voltage (77K lp) consumes 33.5% less power com-

pared to 300K hp-core, even with the cooling cost included. The improved power

efficiency results from lp-core’s dynamic power-optimized microarchitecture. How-

ever, 77K lp-core’s baseline clock frequency (2.9GHz) is 27.5% lower than the 300K

hp-core’s frequency.

To achieve a higher frequency enabled by the reduced temperature, we increase lp-
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Figure 5.11: Maximum frequency and total power consumption of lp-cores operating

at 77K
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Figure 5.12: Saturated transistor speed with the increasing Vdd

core’s Vdd (and thus its frequency) up to two specific points which forms 77K lp (freq.

opt) and 77K lp (extreme freq.) as shown in Fig. 5.11. 77K lp (freq. opt.) is the design

point to keep its total power consumption (including its cooling cost) the same as the

hp-core’s power at 300K. 77K lp (extreme freq.) is the design point to keep the core’s

device power (ignoring its cooling cost) the same as the hp-core’s power at 300K. Even

with the same power consumed, the frequency of 77K lp (freq. opt.) is only 3.75%

higher than 300K hp-core’s frequency. Furthermore, the frequency improvement of

77K lp (extreme freq.) is only 13.75% even with the aggressively increased Vdd and

the severely increased power cost due to the cooling (1065%).

The limited frequency improvement with the voltage scaling originates from the

saturated MOSFET speed at high Vdd. Fig. 5.12 shows the speed of MOSFET when

varying its Vdd and Vth. We approximate the speed of MOSFET as its transconductance

(i.e., Ion/Vdd), and derive it from Hspice simulations with industry-validated MOS-

FET model cards. High Vth means the MOSFET model with high Vth for 300K oper-

ation, and Low Vth means Vth-reduced MOSFET targeting for 77K operations. First,

the MOSFET speed of High Vth is saturated at high Vdd domain because Ion is lin-
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early proportional to Vdd in the high-voltage region [47]. Even though we reduce the

Vth level (Low Vth), the maximum MOSFET speed at high-voltage region does not

change significantly. That is, the peak frequency at 77K is mainly determined by the

frequency at the nominal voltage. Therefore, we should maximize the clock frequency

at the microarchitectural level for higher performance.

5.4.2 CryoCore: Cryogenic-optimal core microarchitecture design

The design principles to architect a cryogenic-optimal core are summarized as follows.

First, the cryogenic-optimal core should consume much lower dynamic power than

conventional high-performance cores. Next, the cryogenic-optimal core should apply

much higher frequency than conventional low-power cores.

Following the principle, we design CryoCore, our cryogenic-optimal core design.

CryoCore has the same pipeline structure (e.g., the number of pipeline stages), oper-

ating voltage, and clock frequency with the high-performance core (hp-core), but its

overall sizes of microarchitectural units are the same as those of the low-power core

(lp-core). By doing so, CryoCore reduces its power consumption significantly, while

maintaining its maximum frequency high. Table 5.1 summarizes the frequency, power,

area, and microarchitectural specifications of CryoCore at 300K.

First, CryoCore’s power consumption (5.5W) is much lower than hp-core’s power

consumption (24W). The smaller pipeline width and size of microarchitectural units

greatly reduce CryoCore’s dynamic power. They also reduce the static power con-

sumption because the static power is proportional to the chip area.

Next, CryoCore’s voltage level and maximum frequency (4.0GHz) are the same as

those of hp-core. We set CryoCore’s Vdd to the same with the hp-core’s voltage because

higher Vdd cannot effectively improve the peak frequency (as shown in Fig. 5.12).

Also, CryoCore adopts the pipeline structure of hp-core, which makes CryoCore have

the high frequency. In fact, CryoCore’s frequency can be much higher than the hp-

core’s frequency because CryoCore’s smaller size of microarchitectural units can re-
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duce its critical-path delay significantly [77]. However, we set CryoCore’s frequency

to the same as hp-core’s frequency to conservatively show CryoCore’s performance

improvement.

Finally, CryoCore’s area (22.89mm2) is only 50% of that of hp-core (44.3mm2),

thanks to its narrow pipeline, a fewer number of units, and the reduced sizes of units.

When L1 and L2 caches are added, CryoCore’s area is only 40% of that of hp-core

as shown in Table 5.1. This area advantage indicates that we can integrate twice more

cores under the same area budget, and we evaluate the increased core density in our

evaluation (Section 5.5).

5.4.3 Deriving two cryogenic-optimal processors

In this section, we derive two 77K-optimal processors by applying Vdd and Vth scaling

to CryoCore. Fig. 5.13 summarizes the whole optimization process including the volt-

age scaling. The frequency and power values are normalized to those of 300K hp-core.

Note that the power values in Fig. 5.13 do not include the cooling power consumption.

We start from 300K hp-core, which is on its power-frequency Pareto curve. First,

we adopt CryoCore’s microarchitecture and reduce the power consumption to 23%

(❶). Next, we cool down CryoCore to 77K and increase its clock frequency by 16%. At

the same time, we reduce CryoCore’s power consumption by 14.7%, by taking an ad-

vantage of the eliminated static power (❷). Finally, we explore 25,000+ design points

of different Vdd and Vth, and obtain the power-frequency Pareto-optimal curve as shown

in Fig. 5.13. Among the optimal design points, we choose the two representative 77K

processor designs: the power-optimal design (Cryogenic Low-Power core; CLP-core)

and the frequency-optimal design (Cryogenic High-Performance core; CHP-core) (❸).

Cryogenic Low-Power core (CLP-core): Reducing both Vdd and Vth decreases

the dynamic power while maintaining the same maximum frequency. By doing so,

we obtain the ultra low-power processor design (CLP-core) without any performance

degradation. CLP-core consumes only 2.93% of power compared to hp-core operating
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Figure 5.13: Deriving cryogenic-optimal processor designs by applying voltage scal-

ing to CryoCore

at 300K. Note that CLP-core’s clock frequency is 13% higher than hp-core’s frequency

which keeps the processor’s performance similar to that of hp-core (Performance line

in Fig. 5.13).

Cryogenic High-Performance core (CHP-core): We can improve the proces-

sor’s clock frequency by applying higher Vdd. In this manner, we obtain the high-

performance core design (CHP-core) by increasing Vdd within the cooling power bud-

get (Power line in Fig. 5.13). As a result, CHP-core has 1.5 times higher peak fre-

quency with 9.2% of device power consumption. CHP-core’s total power consumption

including cooling cost is the same as that of hp-core at 300K.

Note that architects can build the two proposed processors (i.e., CLP-core, CHP-

core) with single hardware design because their microarchitecture (CryoCore) and Vth

values are exactly the same with each other (as shown in Table 5.2). That is, architects

can utilize both of their benefits just by applying the dynamic voltage frequency scaling

(DVFS) [93] to the single-core design.

5.5 Evaluation

In this section, we show the system-level performance gain and power efficiency of our

proposed core design. We first introduce our evaluation methodology (Section 5.5.1).
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Table 5.2: Evaluation setup

Evaluation setup

Design Core type # cores Memory type

300K hp-core

with

300K memory

300K hp-core 4 300K memory

CHP-core

with

300K memory

CHP-core 8 300K memory

300K hp-core

with

77K memory

300K hp-core 4 77K memory

CHP-core

with

77K memory

CHP-core 8 77K memory

Core specification

Design Frequency Vdd / Vth0 µ-arch specification

300K hp-core 3.4GHz 1.25V / 0.47V Hp-core in Table 5.1

CHP-core 6.1GHz 0.75V / 0.25V CryoCore in Table 5.1

CLP-core 4.5GHz 0.43V / 0.25V CryoCore in Table 5.1

Memory specification

Design
Cache specification DRAM random

access latencyL1 L2 L3

300K memory
32KB

4cyc

256KB

12cyc

8MB

42cyc
60.32ns

77K memory
32KB

2cyc

512KB

8cyc

16MB

21cyc
15.84ns

Next, we evaluate the single-thread and multi-thread performance of CHP-core (Sec-

tion 5.5.2) and power consumption of CLP-core (Section 5.5.3).
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5.5.1 Evaluation methodology

Performance evaluation methodology

We evaluate CHP-core’s single-thread and multi-thread performance by considering

four combinations of core and memory designs: (1) 300K hp-core with 300K memory,

(2) CHP-core with 300K memory, (3) 300K hp-core with 77K memory, (4) CHP-core

with 77K memory. We summarize the setup in Table 5.2.

Core design. We compare (1) 300K hp-core and (2) 77K CHP-core for evaluation.

We set 300K hp-core’s number of cores to four following the Intel i7-6700 specifica-

tion [30]. On the other hand, for CHP-core, we set the number of cores to eight based

on the area analysis in Table 5.1.

We set 77K CHP-core’s clock frequency to its maximum frequency (6.1GHz),

and 300K hp-core’s frequency to its nominal clock frequency (3.4GHz) following In-

tel i7-6700 specification. In our performance evaluation, we fully utilize all on-chip

cores. In that case, the 300K baseline cores should operate at the nominal frequency

(3.4GHz) instead of the maximum frequency (4.0GHz), due to the thermal budget

constraint. On the other hand, 77K CHP-core can reliably operate with the maximum

frequency (6.1GHz) because they consume much less power (8.92W) with the much

higher thermal budget (according to Section 5.6). Therefore, we set CHP-core to op-

erate at 6.1GHz, which is 1.5 times higher than the 300K maximum frequency, or 1.8

times higher than the 300K nominal frequency.

Memory and cache hierarchy. We evaluate CHP-core’s performance by adding

two different memory hierarchy designs to the core: (1) a conventional memory hierar-

chy operating at room temperature (300K memory) and (2) a cryogenic-optimal mem-

ory hierarchy designed and optimized for 77K (77K memory). For the 300K memory

setup, we use Intel i7-6700 processor’s cache specifications and DDR4-2400’s DRAM

access latency. For this setup, we assume that only CHP-core’s pipeline structure ben-

efits from the low temperature, making the core evaluation conservative.
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Figure 5.14: A full cryogenic computer system which the entire node is cooled down

to 77K.

For the 77K memory setup, we use CryoCache [71] and CLL-DRAM [60] for its

cache and DRAM designs, respectively. At 77K, CryoCache provides twice higher

density and performance than conventional room-temperature caches, whereas CLL-

DRAM provides 3.8 times higher speed than conventional room-temperature DRAMs.

Fig. 5.14 shows the overview of our full cryogenic computer system in which the entire

node is fully immersed in Liquid Nitrogen. Using this setup, we assume that CHP-core

can take full advantages of cryogenic-optimal core, cache, and DRAM designs.

Power evaluation methodology

We evaluate the power consumption of CLP-core by comparing the power consump-

tion of the four processor designs: (1) 300K hp-core, (2) 300K CryoCore, (3) 77K

CryoCore, and (4) 77K CLP-core. To calculate the power consumption of each proces-

sor running at 300K and 77K, we utilize McPAT [62] integrated with cryo-MOSFET.

For example, to calculate 77K CLP-core’s power consumption, we first get the volt-

age level and leakage current at 77K from cryo-MOSFET, and then utilize them as

inputs for McPAT to calculate the corresponding power. Note that 300K processors’

power values derived from our methodology are similar to the McPAT’s default values

because the 300K transistor model of cryo-MOSFET and McPAT are both based on

the ITRS loadmap [107]. We obtain the input access trace for McPAT from the gem5

simulations [12] with PARSEC 2.1 workloads [11].
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Cooling cost model. In our evaluation, we include the power consumption for

the cryogenic cooling because the cooling power dominates the overall power con-

sumption at 77K. Fig. 5.14 shows the overview of our cooling system (i.e., Stinger

system [10]), which recycles Liquid Nitrogen (LN) by using the cryogenic cooler. In

the cooling system, the recurring electricity cost for cooling is much higher than other

one-time cooling costs (e.g., cooling-facility cost, LN cost) [50, 66]. Therefore, we

focus only on the cooling power consumption as the cooling cost.

Pcooling = Pdevice · CO (5.2)

P77K-total = P77K-device + P77K-cooling

= (1 + CO77K) P77K-device

= 10.65 P77K-device (5.3)

The cooling power consumption (Pcooling) is the electrical power to remove the

heat dissipated from the device (Eq. (5.2)). Pdevice is the power consumption of the

electronic devices and CO is the cooling overhead [50]. The cooling overhead indicates

the required power to remove unit heat (1W) from the cooling system. The cooling

overhead significantly increases with the target temperature reduction, and it reaches

9.65 in 100KW-scale 77K cooling systems [50]. We use 9.65 value for our 77K cooling

overhead (CO77K).

Based on Eq. (5.2), we calculate the total required power for our 77K system

(P77K-total) as Eq. (5.3). Eq. (5.3) indicates that the cryogenic core should consume

at least 10.65 times less power than the 300K processor to achieve the power effi-

ciency. We exclude the cooling cost for the 300K system to conservatively show the

cryogenic core’s power efficiency.

Note that our cooling cost model is accurate and realistic because the cost model

and modeling parameters are derived from the real data of 235 cryocoolers in 2002

[50, 102]. The cooling cost model is also conservative considering the continuously

increasing power efficiency of cryo-coolers.
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Figure 5.15: Single-thread performance of the 300K baseline (300K hp-core with

300K memory), CHP-core with 300K memory, 300K hp-core with 77K memory, and

CHP-core with 77K memory.

5.5.2 Performance evaluation

Single-thread performance

Fig. 5.15 shows the single-thread performance of the various systems shown in Ta-

ble 5.2. The performance is calculated by the inverse of the execution time and is

normalized to that of the 300K hp-core with 300K memory system.

First, CHP-core with 300K memory achieves 21.9% of speed-up on average, up

to 51.9% in blackscholes. Even though CHP-core’s IPC is reduced due to the smaller

microarchitectural units, all the workloads become faster thanks to the significantly

increased clock frequency. Among the workloads, blackscholes achieves the highest

speed-up (51.9%). On the other hand, several workloads (e.g., fluidanimate, swaptions,

vips, x264) show a marginal speed-up (less than 8%) because their performance is

highly bounded on memory performance [11].

Next, 300K hp-core with 77K memory achieves 17.6% of speed-up on average,

up to 32.9% in streamcluster. The 77K memory system boosts all memory-bounded

workloads as the 77K memory provides a faster access with a larger cache. However,

even with the promising aspects, the cryogenic memory cannot boost the computing-

bounded workloads. For example, the speed-ups of blackscholes, bodytrack and rtview

are negligible because they cannot take the benefits of the larger and faster memory.

That is, we cannot achieve the highest performance only with the 77K memory.

Different from two cases, CHP-core with 77K memory can achieve the highest
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Figure 5.16: Multi-thread performance of the 300K baseline (300K hp-core with 300K

memory), CHP-core with 300K memory, 300K hp-core with 77K memory, and CHP-

core with 77K memory.

performance of all workloads with 65.4% speed-up on average, up to 2.01 times in

canneal. Also, the system is 41% faster than the 300K hp-core with 77K memory. Such

a significant speed-up comes from the synergetic effect of the cryogenic processor and

memory. As the 77K memory resolves the memory-side bottleneck, the slow on-chip

core becomes the major performance bottleneck in the system with the 77K memory.

In that case, the high-performance CHP-core can fully exploit its potential. Canneal

clearly shows the synergetic effect of the cryogenic memory and processor with 2.01

times of speed-up. The results of other workloads also support the synergetic effect by

achieving their highest speed-up.

Multi-thread performance

Fig. 5.16 shows the multi-thread performance of the target systems. The multi-thread

performance improvement of CHP-core is much higher than single-thread speed-up

because CryoCore can fully utilize twice many cores for multi-thread execution.

First, with the 300K memory system, CHP-core achieves the speed-up of 83.2%

on average, up to three times in blackscholes. For the computing-bounded workloads

(e.g., blackscholes, rtview), CHP-core effectively doubles the multi-thread speed-up,

compared to their single-thread performance gain. In addition, CHP-core also boosts

the memory-bounded workloads (e.g., dedup, vips, x264). However, their performance

improvement is much less than double because the increasing number of cores incurs

higher cache contention which degrades the performance.
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Figure 5.17: Total power consumption of the 300K hp-core (baseline), 300K Cry-

oCore, 77K CryoCore, and CLP-core.

Next, with the 77K memories, CHP-core improves the performance by 2.39 times

on average, up to 3.41 times in blackscholes. CHP-core with 77K memory is 100%

faster than 300K hp-core with 77K memory (21.0%), which indicates the synergetic

effect of using cryogenic core and memory system together. Note that the multi-thread

speed-up of 300K hp-core with 77K memory (21.0%) is similar to its single-thread

speed-up (17.6%). It indicates the 77K memory system cannot meaningfully improve

the multi-thread performance compared to the single-thread performance. That is,

CHP-core is necessary to effectively improve the system’s throughput.

In summary, by utilizing CHP-core, architects can improve both the single-thread

and multi-thread performance up to 2.01 times, and 3.41 times, respectively, with the

same power budget even including the huge cooling cost.

5.5.3 Power evaluation

Fig. 5.17 shows the total required power consumption (including the cooling cost) of

various cores. The values are normalized to the 300K hp-core’s power.

In the 300K hp-core, the dynamic power occupies 83% of the total power and

incurs huge cooling power consumption at 77K (as shown in Fig. 5.1). Due to its

huge initial dynamic power consumption, the hp-core design cannot achieve the power

efficiency at 77K, even applying the aggressive voltage scaling (as shown in Fig. 5.10).

Next, 300K CryoCore has significantly reduced power consumption thanks to the

reduced pipeline width and microarchitectural units’ size. The reduced size of units
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greatly decreases dynamic power because it decreases the power consumption per ac-

cess and the CAM search overhead. Therefore, 300K CryoCore consumes 53% less

dynamic power and 54% less total power consumption than the 300K hp-core.

However, reducing the number of memory entries is insufficient to achieve power

efficiency at 77K. 77K CryoCore in Fig. 5.17 indicates the CryoCore without volt-

age scaling. Even though CryoCore design consumes 71% reduced device power than

the baseline, remaining dynamic power (29.5%) incurs significant cooling power con-

sumption (284.5%). Therefore, the total power consumption of the 77K CryoCore de-

sign is 3.1 times higher than the 300K hp-core power.

On the other hand, CLP-core consumes much less total power than the 300K hp-

core. CLP-core has small initial dynamic power thanks to the smaller microarchitec-

tural units. In addition, CLP-core further reduces the remaining dynamic power with

the voltage scaling. Therefore, CLP-core consumes 37.5% less total power than the

300K hp-core. That is, architects can achieve the same single-thread performance and

doubled throughput (i.e., twice more cores) with 37.5% lower power consumption by

utilizing the proposed core design, CLP-core.

5.6 Thermal budget of the cryogenic processors

The thermal budget and runtime temperature analyses are crucial because the benefits

of cryogenic computing come from the low-temperature environment. Thanks to the

high heat-dissipation speed of LN-based cooling, the thermal budget of the cryogenic

processor greatly increases at 77K. Fig. 5.18 shows the normalized heat-dissipation

speed of LN-bath cooling in a low-temperature range [52]. The heat dissipation speed

is defined as the heat transfer coefficient, and its value is normalized to the value of

the IBM Power7 in HotSpot [94]. The dissipation speed significantly increases and

becomes 2.64 times higher at 100K compared to the 300K baseline speed.

The steeply increasing heat dissipation speed can greatly increase the thermal
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budget of cryogenic processors. Fig. 5.19 shows the operating temperature of cryo-

genic processors with various power consumption (0W-160W). We utilize the vali-

dated cryo-temp (in Section 3.2.3) with HotSpot [94] and set the initial temperature

to 77K. The cryogenic processor can reliably operate with 157W of power consump-

tion, which is 2.41 times higher than the TDP of i7-6700 processors (65W). Note that

the power consumption of 77K-optimal processors operating at 100K does not change

significantly because the dynamic power is not affected by the temperature and the

static power is still near-zero level at 100K. In addition, the power consumption of

77K-optimized processors is much lower than room-temperature processors thanks to

77K-enabled voltage scaling. That is, thermal-related problems (e.g., power wall, dark-

silicon), which have been the biggest challenges for modern architects, are negligible

in cryogenic processors.

5.7 CryoCore: Conclusion

In this chapter, we developed and validated CryoCore-Model (CC-Model), a cryo-

genic processor’s performance modeling and cost analysis framework. Next, we used

the tool to design CryoCore, our novel 77K optimal core microarchitecture which min-

imizes the core’s dynamic power and area, while achieving a high clock frequency. Fi-
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nally, we proposed two half-sized, differently voltage-scaled CryoCore designs aiming

for either high performance or power efficiency. Our evaluation clearly indicates that

cryogenic computing can significantly improve a core’s single-thread and multi-thread

performance or reduce its total power cost for the same die area. We also confirm the

synergetic effect of the cryogenic processor and memory.
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Chapter 6

Towards a Full Cryogenic Computer System

The main purpose of our CryoServer project was to design a fast and power-efficient

full cryogenic computer architecture. As the first potential study of cryogenic comput-

ing, we propose the 77K-optimized DRAM (i.e., CryoRAM), cache (i.e., CryoCache)

and core architectures (i.e., CryoCore), and showed the significant performance gain

and power reduction when integrating them together.

Beyond the potential and architectural studies conducted in our CryoServer project,

we introduce the remaining challenges in realizing cryogenic computer systems.

Device fabrication: To overcome the huge cooling power cost at 77K, we assume

aggressive Vdd and Vth scaling enabled by cryogenic environment. Even though our

model already considers the performance impact of the voltage scaling, it is crucial to

develop the fabrication process to enable the voltage-scaled cryogenic devices. As the

CMOS devices optimized for 77K operation requires completely different fabrication

setup (e.g., different doping concentration), it requires non-trivial efforts to develop

the 77K-optimized CMOS fabrication process. However, we believe it eventually be-

comes feasible in the future considering the recent interests and demonstrations of the

voltage-scaled CMOS chips at cryogenic temperatures (e.g., TSMC [23], ARM [80]).

Reliability issue: As shown in Fig. 5.14, the currently most effective way to main-

tain 77K is immersing entire servers into Liquid Nitrogen (i.e., LN bath cooling). In

93



the cooling system, not only the CMOS components but also other on-board units (e.g.,

PCB board, capacitor) are cooled down to 77K. Therefore, it is crucial to investigate

their long-term reliability to realiably operate the servers at cryogenic temperatures.

Due to the lack of such a reliability study, researchers should more focus on this topic

to realize the full cryogenic computer system.

Cryogenic cooling system: Third, it is essential to develop the cooling systems for

cryogenic computers. Many of the current cryogenic coolers have low cooling speed

and cooling capacity, because most of their previous applications (e.g., superconductor

magnet, quantum computer) dissipate little heat inside the cooling system. Therefore,

it is important to build the large-scale cryogenic cooling systems that reliably maintain

the low temperature under the huge power dissipation of servers.

Need of more circuit-level and architectural studies: Finally, even though we

provide valuable insights in designing cryogenic computers, it is essential to conduct

further circuit and architecture-level studies to realize cryogenic computers. For ex-

ample, we should analyze the maximum DRAM channel bandwidth at cryogenic tem-

peratures to best utilize 77K-optimized DRAM. To focus on DRAM devices only, we

naively set the maximum DRAM channel bandwidth to the same as DRAM device

bandwidth in Chapter 3. In addition, we should further optimize the memory hierar-

chy of cryogenic computer systems holistically, because we optimized each computing

and memory device individually (i.e., DRAM, cache, core) and just merged them in

Section 5.5. Meanwhile, we should also build 77K-optimized 3D NAND flash stor-

ages, network cards, accelerators, and graphic processing units (GPU) to realize the

true sense of full cryogenic computer systems.

We believe that architects can realize the fast and power-efficient cryogenic com-

puter systems if they resolve the aforementioned crucial challenges.
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Chapter 7

Related Work

In this section, we discuss prior works related to the CMOS-based cryogenic computer

architectures targeting 77K.

7.1 77K-targeted cryogenic DRAM

In 1991, Henkels et al. [39,40] from IBM fabricated 77K-optimized DRAM which was

much faster than the conventional DRAM at that period. Even though their fabrication

technology significantly differs from that of the latest fabrication technology, the paper

showed promising characteristics of 77K-optimized DRAM at 77K (e.g., three [40] to

six [39] times faster DRAM access speed, eight hours of long retention time). Tannu et

al. [101] showed a critical need of cryogenic memory for quantum computers and con-

firmed that the commodity DRAM chips can work reliably at 80K. Wang et al. from

Rambus [56, 104] studied the DRAM retention time at 77K and showed that the cryo-

genic environment is highly promising to reduce the DRAM refresh overhead. Ware

et al. in Rambus [106] suggested that 77K DRAM is one of the most feasible mem-

ory technology to support superconducting digital processors . Lee et al. [61] found

out the critical reliability issue of cryogenic DRAM due to row-hammer failure, and

proposed a cryogenic-friendly row-hammer mitigation technique to resolve the prob-
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lem. By using reduced leakage current and longer retention time at 77K, Bae et al. [7]

Chakraborty et al. [18, 19] developed a 77K-optimized capacitor-less DRAM whose

cell density and access speed are much higher than those of conventional DRAMs

using huge capacitors.

7.2 77K-targeted cryogenic on-chip memory

Several previous works investigated the characteristics of various cell technologies at

cryogenic temperatures for high-performance server and quantum computing applica-

tions. Garzón et al. [34–37] investigated the characteristics of various cell technologies

(e.g., 3T-eDRAM, STT-MRAM) at cryogenic temperature and confirmed their supe-

riority as on-chip cache memories at 77K. Yuhao et al. [92] and Saligram et al. [85]

fabricated a 77K-optimized 3T-eDRAM memory and confirmed its potential of longer

retention time and lower power consumption. Hankin et al. [38] investigated the la-

tency and runtime power of 77K-optimized SRAM and 3T-eDRAM under various

memory-access patterns, and derived key implications in designing cryogenic caches.

Hu et al. [48] proposed a high-density 4T SRAM as a promising cryogenic on-chip

memory technology and showed its potential of low read & write access latency, low

power consumption, and cell area reduction.

7.3 77K-targeted cryogenic processor

Min et al. [72] proposed high-performance cryogenic processor and on-chip network

designs by exploiting fast cryogenic wires. They observed that the faster cryogenic

wires make the CPU superpipelining and shared bus feasible at 77K, and proposed the

superpipelined core and shared-bus-based on-chip network architectures to improve

the performance of cryogenic computers. Major industries have also been interested

in developing cryogenic processors. Saligram et al. [86] from ARM developed the

processor performance model using the FinFET model card and ARM Cortex-A53
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RTL design, and evaluated the frequency, performance, and energy efficiency of their

cryogenic processors. Prasad et al. [80] from ARM and IMEC developed a more so-

phisticated cryogenic processor model based on the device measurement of fabricated

14nm/16nm FinFET technologies, and showed significant performance gain and power

reduction of cryogenic processors.

7.4 Other 77K-targeted cryogenic computer devices

Researchers also have been interested in processing-in-memory (PIM) and 3D NAND

flash-memory architectures running at 77K. Resch et al. [84] suggested that cryogenic

computing highly benefits processing-in-memory, and evaluated the performance of

the PIM architectures using various cell technologies (i.e., SRAM, DRAM, STT-MRAM).

Alam et al. [5] proposed the PIM architecture using a novel twisted bilayer graphene

(tBLG) cell technology, and Hou et al. [44] proposed the cryogenic PIM architecture

design with STT-MRAM technology. For 3D NAND flash devices, Aiba et al. [3] from

Kioxia investigated cell characteristics of 3D NAND flash memories at 77K, and ob-

served their significantly improved cell saturation current, retention time, endurance,

and runtime temperature variation at 77K. By utilizing the improved cell character-

istics, Aiba et al. [4] and Sanuki et al. [87] from Kioxia fabricated a 6-bit-per-cell

(HLC) NAND flash memory and demonstrated their high reliability at 77K. Tanaka et

al. [100] and Aiba et al. [2] further improved their cell reliability by adopting single-

crystal channel and recovery annealing technologies, respectively, and successfully

demonstrated the 7-bit-per-cell 3D NAND flash memories.
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Chapter 8

Conclusion

High-performance computing and datacenter industries always require the fastest and

most power efficient computer system. However, computer architects are now facing

critical challenges to further improve performance and power efficiency of the current

high-end server systems. Specifically, modern computer architectures suffer from lack

of architectural innovations, mainly due to the power wall and memory wall problems.

That is, architectural innovations become infeasible because they can prohibitively

increase the power consumption (i.e., power wall) and their performance impacts are

eventually bounded by slow memories (i.e., memory wall).

To address the challenges, making computer systems run at ultra-low tempera-

tures (or cryogenic computer systems) has emerged as a highly promising solution as

both power consumption and wire resistivity are expected to significantly reduce at

the low temperatures. Thanks to the reduced leakage current of cryogenic computing,

architects can increase the chip frequency without increasing the dynamic power (i.e.,

overcome the power wall problem). In addition, because memory latency is dominated

by the wire latency, architects can greatly improve the memory performance with the

cryogenic computing (i.e., solve the memory wall problem). That is, cryogenic com-

puting have huge potential to improve performance and power efficiency of current

computer systems.

98



However, cryogenic computers have not been yet realized mainly due to the fol-

lowing reason. First, there is no modeling tool available to the architects which can be

used to evaluate the performance, power, and cost of the cryogenic architecture design.

In addition, due to the lack of understanding about its cost-effectiveness and feasibility

(e.g., device and cooling costs vs. speedup, energy and area saving), architects do not

know how to build a cryogenic-optimal computer architecture.

In this dissertation, we introduced our CryoServer project, which resolves the fun-

damental challenges of designing a fast and power-efficient cryogenic computer sys-

tem. Specifically, to realize full cryogenic computer systems, we built the performance

modeling tool and developed 77K-optimized computer units for three major computer

devices (i.e., DRAM, cache, and core).

First, we developed CryoRAM, a validated cryogenic DRAM performance mod-

eling tool, and proposed two cryogenic-optimal DRAM designs (i.e., CLL-DRAM,

CLP-DRAM) targeting for high performance and low power consumption, respec-

tively. We also presented three promising case studies using cryogenic memories, in

which we improve server performance, server power efficiency, and datacenter power

efficiency, respectively.

Second, we proposed CryoCache, a fast, large, and power-efficient 77K-optimized

cache architecture. To build CryoCache, we selected the promising cell technology

candidates (i.e., SRAM, 3T-eDRAM) for cryogenic caches, developed the performance

modeling framework for the selected cache technologies, and designed our 77K-optimized

cache architecture which consists of 6T-SRAM cell-based L1 caches and 3T-eDRAM

cell-based L2 and L3 caches.

Finally, we developed CryoCore, a 77K-optimized core architecture, which max-

imizes core’s performance and area efficiency while minimizing the cooling cost.

To achieve the goal, we first developed and validated cryogenic processor modeling

framework, CC-Model. Then, using the framework, we identified two design prin-

ciples in designing cryogenic processors. Finally, we architected our 77K-optimized
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core microarchitecture, which takes the narrower pipeline width and deeper pipeline

depth to maximize the clock frequency and power efficiency, respectively.

We also showed the potential of full cryogenic computer systems. The full cryo-

genic computer systems equipped with our 77K-optimized DRAM, cache, and core

designs achieves significant performance gain and power efficiency even including the

cooling cost.
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초록

처리해야 하는 데이터의 규모와 프로그램이 요구하는 계산량이 계속해서 많아

짐에따라,데이터센터와슈퍼컴퓨터업계에서는더욱고성능이면서저전력인서버

를 계속해서 필요로 하고 있다. 하지만 컴퓨터를 설계하는 아키텍트들은 2000년대

중반부터누설전류로인한회로의발열문제 (i.e., power wall)와와이어저항증가로

인한메모리의성능문제 (i.e., memory wall)로인해,더이상컴퓨터의성능과전력을

유의미하게 개선하지 못하고 있다. 저온에서 누설전류와 와이어 저항이 크게 줄어

들기 때문에, 컴퓨터를 극저온 환경에서 동작시키는 극저온 컴퓨팅은 컴퓨터 성능

개선의 근본적인 문제를 극복할 수 있는 유용한 해결책으로서 각광을 맞고 있다.

하지만극저온환경에서컴퓨터부품들의성능과전력을평가할수있는모델링프

레임워크의부재와,극저온을유지하는냉각비용을극복할수있는적절한설계의

부재로,아키텍터들은아직극저온컴퓨팅을실현하지못하고있다.

본 학위논문에서는 컴퓨터의 주요 부품인 DRAM, 캐쉬, 코어에 대해서 극저온

에서의성능을평가하는모델링프레임워크를개발하고,극저온에서전력을최소로

하면서 고성능을 달성하는 회로 설계를 소개한다. 첫째로, 우리는 DRAM 성능 모

델링툴인 CryoRAM을만들고검증했고,이를이용하여고성능과저전력을목표로

한 2가지 DRAM 디자인을 제안했다. 둘째로, 우리는 극저온 최적인 캐쉬 구조인

CryoCache를설계했다. CryoCache는상온 SRAM기반캐쉬보다빠른속도,큰 ca-

pacity, 더 낮은 전력을 동시에 제공한다. 마지막으로, 우리는 극저온 최적인 코어

구조인 CryoCore를 설계했다. CryoCore는 고성능과 저전력을 달성하면서도 더 작

은 면적만을 차지한다. 우리의 극저온 최적인 DRAM, 캐쉬, 코어 설계를 적용했을

때,극저온컴퓨터로높은성능과저전력을동시에달성할수있음을보였다.
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